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where we have neglected the contributions at the observer since they only give rise t monopole or dipole terms.
We then integrate over a redshift (frequency) normalized window function W (z) to give

∆W
Tb,l(k) =

∫ ∞

0
dzW (z)∆Tb,l(k, z). (27)

The angular cross-spectra between redshift windows is then calculated as

CWW ′

l = 4π

∫

d ln kPR(k)∆W
Tb,l(k)∆

W ′

Tb,l(k), (28)

where PR(k) is the dimensionless power spectrum of the primordial curvature perturbation R, and the transfer
functions ∆W

Tb,l
(k) ≡ ∆W

Tb,l
(k)/R(k).

We calculate the cross-spectra using a modified version of the Boltzmann code CAMB sources6. At the low
redshifts we consider, some care must be taken when integrating over the narrow window function, and we found it
necessary to run the code at accuracy boost = 2 to ensure the window was well sampled.
The new terms that have been uncovered by this self-consistent linear analysis are expected to be negligible on all

but the largest scales and highest redshifts (see [26] for a thorough investigation in the context of galaxy surveys).
The only new aspect of our application is the narrow window function in redshift-space which enhances the relative
importance of the redshift-space distortion term. Considering fluctuations at a given small angular scale 1/l, if the
redshift window function is broad compared to the typical linear scale χ(z)/l of the contributing perturbations (where
χ(z) is comoving distance back to redshift z), we are in the ‘Limber’ regime and the redshift distortions ∝ −n̂ ·(n̂ ·∇v)
will tend to cancel out on integrating through the window. Normalising the window function to unity to keep the
integrated background T̄b almost constant, the power from redshift-space distortions falls as (∆χ)−2, where ∆χ is
the width of the window function, on small scales. In the Limber limit, the power from the integrated density term
falls more slowly – as (∆χ)−1 – since the fluctuation power accumulates as the number of incoherent patches within
the window. However, since the redshift window is very narrow for 21 cm mapping, only very small scales are in the
Limber regime, thus significantly enhancing the relative power in redshift-space distortions, as seen in Fig. 6 of [26].
In Fig. 1 we plot the auto-spectra of each of the terms in Eq. (18) individually, including those contained in δη, for

a bandwidth of 2MHz at z = 1. Clearly, the density and redshift-space distortion terms are dominant on all angular
scales at this redshift. Note that super-Hubble effects are generally suppressed in the 21 cm power spectrum since the
signal on large angular scales is dominated not by modes at the corresponding linear scale, but by smaller sub-Hubble
scale modes [29]. This is because the dimensionless power spectrum of δn grows rapidly as k4 on scales smaller than
Hubble length (but larger than the horizon size at matter-radiation equality). The 21 cm signal is therefore like white
noise, Cl = const., on angular scales large compared to the angle subtended by the peak in the matter power spectrum.
The fractional error in the power spectrum if only the density7 and redshift-space distortion terms are retained is

shown in Fig. 2 at z = 1 for various widths of redshift window. We see that the relative importance of relativistic
effects increases as the bin size increases, consistent with the results of [26]. This arises from the dominant white-noise
contribution of small scale modes at a given l being suppressed by cancellations through the width of the window,
but the contribution of large-scale modes, where the relativistic terms are relevant, not being suppressed. At the
low redshifts considered in this work, the relativistic terms represent only sub-percent corrections to the large-scale
angular power, where cosmic variance is large. Moreover, their effect is small compared to astrophysical modelling
uncertainties, for example in the bias. However, we include the relativistic terms in our forecasts for consistency.

III. MODIFIED GRAVITY

Several attempts have been made to explain the phenomenon of accelerating expansion through a modification to
standard GR [3]. These modifications must predict an expansion history close to that of ΛCDM, but generically
predict different linear perturbation dynamics [4, 36, 37]. It is therefore necessary to study the clustering of matter in
order to distinguish between competing theories8. Note however that if dark energy is allowed to cluster, sufficiently
complex models may be able to reproduce the perturbed dynamics of some modified-gravity models, making them
effectively indistinguishable [5, 6].

6 http://camb.info/sources.
7 In the remainder of this work, ‘density’ refers to the Newtonian-gauge density of Eq. (21).
8 It should be borne in mind that none of these theories explains why the vacuum energy from particle physics is cancelled to such high
precision on cosmological scales.
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FIG. 1: (Color Online). Fractional brightness temperature perturbation power spectrum at z = 1 with a 2MHz bandwidth.
The auto-spectra of the full signal (black, dashed) and of each individual term in Eq. (18) are shown, generically grouped (solid
lines, top to bottom respectively) as Newtonian-gauge density (red), redshift-space distortions (green), velocity terms (blue),
all potential terms evaluated at the source position (cyan) and the ISW term (magenta).

Amongst the most studied examples of modified gravity are scalar-tensor theories and the higher-derivative theory
f(R), which can be mapped on to a scalar-tensor theory via a conformal transformation of the metric and a field
redefinition [38]. The action in a scalar-tensor theory takes the form

S =

∫

d4x
√
−g

[

−M2
Pl

2
R+

1

2
(∇φ)2 − V (φ)

]

+ Sm(g̃µν ,ψ
(i)
m ), (29)

where MPl = 1/
√
8πG is the reduced Planck mass, V is the potential for the scalar field φ, and ψ(i)

m are the matter
fields which couple to the conformally rescaled metric g̃µν where

g̃µν = e−α(φ)/MPlgµν , (30)

where α(φ) is an arbitrary coupling function. The metric gµν is the Einstein-frame metric, where the action in
Eq. (29) looks like the standard Einstein-Hilbert action but with matter non-minimally coupled to the metric. This
frame has the advantage of being mathematically ‘close’ to GR, but has the disadvantage that matter does not follow
the geodesics of gµν and the energy-momentum tensor is not covariantly conserved with respect to this metric. The
frame picked out by g̃µν is the Jordan frame, where matter moves along geodesics but the gravitational action is not
of Einstein-Hilbert form. Both frames are equivalent in the sense that observables calculated in either will be the
same. From now on we will assume that all matter fields couple to the metric with a universal coupling α(φ).
We describe linear perturbations in the conformal Newtonian gauge. For scalar modes, the field equations reduce

to four independent equations involving the gravitational potentials Φ and Ψ, the fractional density perturbation δ,
the velocity potential v (or equivalently the momentum density q), and the anisotropic stress Π. The anisotropic
stress is negligible in the late Universe, but we include it in numerical work for consistency. In the Jordan frame,
energy-momentum is conserved and so the continuity and Euler equations retain their forms in GR. In Fourier space,
for pressure-free matter, they become

δ̇ + kv − 3Φ̇ = 0, v̇ +Hv − kΨ = 0, (31)
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BAO have been observed in the CMB, and set 
the acoustic scale: l_A = 302.69 ± 0.69 @ z=1091.	

BAO in the CMB	



• Average hot spot • Average cold spot 

• WMAP: 

• Planck: 



Optical	Galaxy	Surveys	



Combining with CMB: Dark Energy

Alam et al. 2016, arXiv:1607.03155

Alam	et	al.	2017	



Hydrogen	Intensity	Mapping	



•  BAO	measurement	
•  Cosmological	Forecasts	
(1) Cosmological	parameters	
(2) Primordial	non-Gaussianity	
•  Foreground	cleaning	
•  1/f	noise	



Planck	2015	

w(a)=w0+wa(1-a)	





Independent	shape	

Planck	2015	



Afshordi,	Tolley,	2008.		



•  Peculiar	velocity	field	data	
•  (Future)	21-cm	intensity	mapping	
•  (Future)	Multi-tracer	technique	

f_NL	Constraint:	

YZM,	Douglas	Scott,	James	E.	Taylor,	2013,	MNRAS	
Yi-Chao	Li	and	YZM,	2017,	ArXiv:	1701.00221		



•  Peculiar	velocity	field	data	
•  (Future)	21-cm	intensity	mapping	
•  (Future)	Multi-tracer	technique	

f_NL	Constraint:	



0cz H r v= +



Linear	perturbation	theory:	(Peebles	1971)	



Dalal	et	al.	2008:	







•  Peculiar	velocity	field	data	
•  (Future)	21-cm	intensity	mapping	
•  (Future)	Multi-tracer	technique	

f_NL	Constraint:	

No	time	to	mention	foreground	analysis,	see	other	people’s	talk.	





Bias	

3

D. Enfolded shape

It is well studied that if the inital vacuum state for the in-
flation deviates from the standard Bunch-Davies vacuum, the
resulting bispectrum takes the enfolded-shape [7–10], which
can be approximate by

Bφ(k1, k2, k3) = 6f enfold
NL

[ (

Pφ(k1)Pφ(k2) + (cyc.)
)

+3
(

Pφ(k1)Pφ(k2)Pφ(k3)
)2/3

−
(

P 1/3
φ (k1)P

2/3
φ (k2)Pφ(k3) + (cyc.)

) ]

.

(7)

III. HI BIAS AND POWER SPECTRA OF 21-CM

The HI bias is the bias of HI distribution with respect to the
underlying dark matter distribution and the HI bias function,
bHI , can be obtained by assuming a model for the amount of
HI mass in a dark matter halo of mass M , MHI (M), and inte-
grating over the halo mass function dn/dM . Here we use the
Sheth-Tormen halo mass function [40] with mass range [108,
1016]M⊙

bHI (z) =
1

ρHI (z)

∫ Mmax

Mmin

dM
dn

dM
(M, z)MHI (M)b(M, z),

(8)
in which, b(M, z) is the real-space halo bias and ρHI (z) is,

ρHI (z) =

∫ Mmax

Mmin

dM
dn

dM
(M, z)MHI (M). (9)

For the HI intensity mapping experiments, we follow the as-
sumption discussed in [41] and consider a simple power law
model for the amount of HI mass,

MHI (M) = AMα, α ≃ 0.6, (10)

which is a redshift independent function. The pre-factor A
will be canceled with the normalization of ρHI .

A. The Lagrangian bias

The Lagrangian bias describes the statistical bias of the halo
distribution to the primordial dark matter fields. The PNG af-
fects the initial conditions of the primordial density fields, so it
is more convenient to study such effects in Lagrangian space.
On the other hand, it is also necessarily to study the statistics
of the evolved halo field at low redshifts in Eulerian space,
which is conveniently related to the observation. The bias in
Lagrangian space, bL, relates to the Eulerian space bias, bE,
via bE = bL + 1 [42]. The extra unity factor of bE reflects
the motions of primordial peaks at later times [22]. The uni-
formly distributed halos in the initial epoch, which have the
bL = 0, will lead to unbiased distribution to the dark matter
field at later time. The bL for halos is positive defined. But for

FIG. 1: Three models of Lagrangian bias bL(z), i.e. Matarrese and
Verde [13], Mo and White [42], and Mo and White [43].

other dark matter tracers, it can be negative. The tracers anti-
correlated with the initial dark matter fields will lead to the
less clustered distribution than the dark matter field at later
time.

It the past thirty years, people have been developing differ-
ent analytical, semi-analytical and parametric models of the
bias function. In below, we list the three most typical and
commonly-used ones.

Basing on the Press & Schechter (hereafter PS) halo mass
function [44] and its extensions, Mo and White (1996) [42]
gives the bias factor for halos of mass M ,

bL(M, z) =
1

δc

[

ν2(M, z)− 1
]

, (11)

where ν(M, z) = δc(z)/σR. δc(z) = δc/D(z), where D(z)
is the linear growth function which we use eq. (10) in [43]
to compute it. δc ≃ 1.686 is the critical density contrast for
spherical collapse. With the approximation of high-peak, the
above bias factor can be expressed as bL(M, z) = δc(z)/σ2

R
(Matarrese and Verde 2008 [13]). With the ellipsoidal col-
lapse model [45], Mo and White (2002) [43] gives another
expression,

bL(M, z) =
1

δc(z)

[

ν′2 + bν′2(1−c)

−
ν′2c/

√
a

ν′2c + b(1− c)(1 − c/2)

]

, (12)

in which, ν′ =
√
aν and a = 0.707, b = 0.5, c = 0.6.

Figure 1 shows the three models of Lagrangian bias we dis-
cussed above.

B. The scale-dependent bias

As we analyzed before, PNG affects the distribution of the
peaks at the initial stage of matter fluctuations, therefore it is
correlated with the Lagrangian bias. In the presence of PNG,
the halo bias can be written as the combination of a usual

S.	Matarrese	and	L.	Verde,	2008	
N.	Dalal,	et	al.,	2008	
Y.-C.	Li	and	YZM,	2017,	ArXiv:	1701.00221		
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Verde [13], Mo and White [42], and Mo and White [43].

other dark matter tracers, it can be negative. The tracers anti-
correlated with the initial dark matter fields will lead to the
less clustered distribution than the dark matter field at later
time.

It the past thirty years, people have been developing differ-
ent analytical, semi-analytical and parametric models of the
bias function. In below, we list the three most typical and
commonly-used ones.

Basing on the Press & Schechter (hereafter PS) halo mass
function [44] and its extensions, Mo and White (1996) [42]
gives the bias factor for halos of mass M ,

bL(M, z) =
1

δc

[

ν2(M, z)− 1
]

, (11)

where ν(M, z) = δc(z)/σR. δc(z) = δc/D(z), where D(z)
is the linear growth function which we use eq. (10) in [43]
to compute it. δc ≃ 1.686 is the critical density contrast for
spherical collapse. With the approximation of high-peak, the
above bias factor can be expressed as bL(M, z) = δc(z)/σ2

R
(Matarrese and Verde 2008 [13]). With the ellipsoidal col-
lapse model [45], Mo and White (2002) [43] gives another ex-
pression,

bL(M, z) =
1

δc(z)

[

ν′2 + bν′2(1−c)

−
ν′2c/

√
a

ν′2c + b(1− c)(1 − c/2)

]

, (12)

in which, ν′ =
√
aν and a = 0.707, b = 0.5, c = 0.6.

Figure 1 shows the three models of Lagrangian bias we dis-
cussed above.

B. The scale-dependent bias

As we analyzed before, PNG affects the distribution of the
peaks at the initial stage of matter fluctuations, therefore it is
correlated with the Lagrangian bias. In the presence of PNG,
the halo bias can be written as the combination of a usual~	
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and,

∆bMV(z, k → 0) → 2(bE − 1)fNL
δc

a(z)g(z)

3

2

H2
0Ωm

k2

= ∆bD(z, k)

∼ k−2,

,

(21)

i.e. the general expression of scale-dependent bias in Eq. (17)
recovers the bias proposed in Dalal et al. [12]. The advantage
of using Eq. (17) is that it can be used to calculate any shape
of PNG, provided that the bispectrum Bφ function is given.

The scale-dependent bias for equilateral, orthogonal and
enfolded shapes of PNG can be obtained by substituting
Eqs. (4), (6) and (7) into Eq. (20). In Fig. 2, we show the abso-
lute value of the scale-dependent part of the bias, i.e. Eq. (15)
for the four shapes of PNG at z = 0 (left panel) and z = 2
(right panel). One can see that the local shape has most promi-
nent feasture of scale-dependent bias at large scales, which
can be constrained with 21-cm intensity mapping observation
on large angular scales. The orthogonal and enfolded shapes
have less prominent features but possibly detectable at small
k. The scale-dependent bias induced by equilateral shape is
too small on large scales so it will be hard to be detected. The
results shown in Fig. 2 are consistent with the analysis in [18]
and fig. 1 in [46].

We can see the asymptotic behavior of scale-dependent bias
(Eq. (15)) on large scales by taking the limit of k → 0, then
∆b → (F/MR). Therefore,

∆b(Local) ∼ k−2

∆b(Equilateral) ∼ const

∆b(Enfolded) ∼ k−1

∆b(Orthogonal) ∼ k−1.

(22)

These asymptotic behaviors of ∆b is consistent with the
computation of halo models in Fig. 2.

C. Power spectrum

We employ the HI tomographic angular power spectrum as
the observable in our analysis, The expression of the angular
power spectrum of the i-th and the j-th redshift bins is,

Cij
ℓ = 4πT ij

b

∫

d ln kW i
ℓ(k)W

j
ℓ (k)∆

2
ζ(k), (23)

in which, ∆2
ζ(k) is the dimensionless power spectrum of pri-

mordial curvature perturbation and T ij
b = Tb(zi)Tb(zj) is

the multiplication of HI mean brightness temperature of the
i-th and j-th redshift bins. We use the expression of Tb(z) in
Chang et al.(2008) [47],

Tb(z) = 0.39

(

ΩHI

10−3

)(

1 + z

2.5

)0.5

×
(

Ωm + (1 + z)−3ΩΛ

0.29

)−0.5

mK, (24)

FIG. 3: Upper panel: Cross-correlated angular power spectrum be-
tween redshift zi = 3.06 and zj , which ranges from 0.37 to 3.06
shown with different colors. Lower panel: The radio of tomographic
angular cross-power spectrum between zi and zj to the auto-power
spectrum of zi.

where ΩHI is the fractional HI density assumed to be 0.62 ×
10−3 [48]. The window function Wℓ(k) is,

Wℓ(k) =

∫

dχ
dNg(χ)

dχ
jℓ(kχ)b

NG
HI (χ(z), k)Tδ(χ, k), (25)

where jℓ is a spherical Bessel function, dNg(χ)/dχ is the red-
shift distribution of galaxy number, Tδ(χ, k) is the transfer
function for the galaxy number over-density, and bNG

HI is the
total bias of HI (Eq. (14)). To calculate the angular power
spectrum, we use the CAMB SOURCES package [49].

Figure 3 shows the tomographic angular power spectrum.
The Upper panel shows the cross-power spectrum between
redshift zi = 3.06 and zj , which ranges from 0.37 to 3.06
shown with different colors. The Lower panel shows the ratio
of the cross-power spectrum of different redshift bins to the
auto-power spectrum of the same redshift bin. We can see that
the cross-power spectrum decreases as the redshift deviates
from zi = 3.06. This is what we expected, since the cross-
correlated signal should drop if the frequency windows move
away from each other.

IV. FISHER MATRIX FORECAST

To forecast the potential for constraining fNL, we perform
the Fisher matrix analysis. If we assume that the model like-
lihood surface in parameter space can be well approximated
by a multivariant Gaussian, the Fisher matrix F is then a

Yi-Chao	Li	and	YZM,	2017,	
ArXiv:	1701.00221	
C.	Fedeli	et	al.,	2011,	
MNRAS	





Yi-Chao	Li	and	YZM,	2017,	
PRD,	ArXiv:	1701.00221	
S.	Camera,		M.	G.	Santos,	P.	
G.	Ferreira,	and	L.	
Ferramacho,	2013,	PRL	



Yi-Chao	Li	and	YZM,	2017,	
PRD,	ArXiv:	1701.00221	
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FIG. 6: The σfNL
as a function of ℓmin for various experiments and PNG shapes. The black dashed line is the current constraint with Planck

temperature and polarization data [11].

TABLE II: σfNL
of different PNG shapes forecasted with different experiments. The optimized survey areas are applied in the analysis. The

“Planck 2015” column shows the constraint error with Plank temperature and polarization data [11]. The numbers in bold character are the
constraints better than Planck.

Current Configuration Extentions

Planck 2015 FAST SKA-I BINGO SKA-I 2yr† FAST 2yr†† FAST low‡

Local 5 9.5 0.54 17 0.43 7.4 1.6

Equilateral 43 44 86 100 66 32 53

Orthogonal 21 75 25 128 20 59 39

Enfolded – 94 43 164 36 70 64

† SKA-I with two-year observation; †† FAST with two-year observation; ‡ FAST with low frequencies range

from 350MHz to 1050MHz
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dream.	
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Figure 1. Mollweide projection of the foreground with a background
of unresolved point sources (S< 100 mJy) and synchrotron emission at
1000 MHz in celestial (RA/Dec) coordinates with RA=0� at the centre and
increasing to the left. The white solid lines define the region expected to be
observed by the BINGO experiment.

Tb = T̄b(1+dHI), (6)

where dHI is the HI density contrast and T̄b the mean HI brightness
temperature given by

T̄b(z) = 0.3K
✓

WHI

10�3

◆✓
Wm +(1+ z)�3WL

0.29

◆�1/2 ✓
1+ z
2.5

◆1/2
. (7)

We assume that the neutral HI fraction is WHI = 5⇥10�4 (Switzer
et al. 2013) and the HI bias is independent of scale and redshift with
bHI = 1.

The HI brightness temperature power spectrum can be mod-
eled as

PTb(~k,z) = T̄ 2
b (z)

⇥
bHI + f µ2⇤2 D2(z)Pm(k,z), (8)

where µ ⇠ kk/k with the flat-sky approximation, Pm(k,z) the mat-
ter power spectrum, D(z) the linear growth factor normalised by
D(0) = 1, and f the linear growth rate f = d logD/d loga, where
a is the cosmological scale factor. The HI angular power spectrum
is obtained from Gaussian random fields with the flat sky angular
power spectrum (Datta, Choudhury & Bharadwaj 2007)

Cflat
` (Dn) =

T̄ 2
b

pr2
v

Z •

0
dkkcos(kkrvDn)PTb(k), (9)

where rv is the comoving distance, k has components kk and `/rv
along the line-of-sight and in the plane of the sky respectively. Us-
ing these inputs, we generate the maps of the HI signal which have
r.m.s. fluctuations around 0.1 mK.

2.3 Simulation of a single-dish experiment

We consider a single-dish experiment based on the BINGO con-
cept. BINGO will be a dual mirror Compact Antenna Test Range
(CATR) telescope with a 40 m primary mirror and an offset fo-
cus. Apart from the telescope optics the design of the instrument
is similar to that of Battye et al. (2013). The proposal BINGO ex-
periment will have a receiver array containing between 50 and 60
feed horns. In our simulation, we model the receiver plane with
56 feed horns with 90 m focal length. We consider the frequency
range from 960 MHz (z = 0.48) to 1260 MHz (z = 0.13). For com-
putational speed, we choose to divide the 300 MHz band into 20
channels each of 15 MHz bandwidth, though the actual instrument

Table 2. Instrumental parameters for BINGO simulation.

Survey parameters
Redshift range [zmin,zmax] [0.13, 0.48]
Frequency range [nmin,nmax] (MHz) [960, 1260]
Channel width Dn (MHz) 15
FWHM (arcmin) at 1 GHz 40
Number of feed horns nf 56
Sky coverage Wsur (deg2) 3000
Observation time tobs (yr) 1
System temperature Tsys (K) 50
Sampling rate (Hz) 0.1

will have much narrower frequency channels to facilitate RFI ex-
cision. The sampling rate is 0.1 Hz. The instrumental parameters
used for our simulation are listed in Table 2.

We assume that the horns are arranged in a rectangular config-
uration with spaced 3.3 m apart and the beams are given by a circu-
lar Gaussian. The beams are diffraction-limited, and therefore, the
full width at half maximum qFWHM of the beam can be scaled to
any frequency n by

qFWHM(n) = qFWHM(n0)
n0
n

, (10)

with n0 = 1000 MHz and qFWHM(n0) = 40 arcmin.
For the following simulations, we will assume that the tele-

scope will map a 15� declination strip at the declination of �5�

as the sky drifts past the telescope. The declination of �5� has
been chosen to minimise the foreground emission, which is low-
est between 10 and �10� declination. We assume one full year of
on-source integration. In practice, this will likely represent about 2
years of real observation time since we could consider night time
only and we will remove some data due to technical issues like such
as radio frequency interference, weather downtime etc.

To obtain the simulated maps of the BINGO instrument, we
use a maximum likelihood map-making algorithm (Stompor et al.
2002; Hamilton 2003). We model the timelines d as d = As + n,
where s is the pixelized sky signal, which is mapped into the time-
lines and corrupted by noise n. The pointing information is repre-
sented by the pointing matrix A of size Nsamples ⇥ Npixels, which
connects the time index to pixel index. The map-making step is
given by

ŝ = (AT N�1A)�1AT N�1d, (11)

where N is the noise covariance matrix and ŝ is the best estimate
of s. One impact of the 1/ f noise is to induce slow drifts of the
gains of the receivers. If we do not take steps to mitigate it, the 1/ f
noise will introduce stripes in the maps along the direction of the
drift scan. The inversion of (AT N�1A) is performed by using the
preconditioned conjugate gradient method. The preconditioner is
a pixel domain diagonal matrix weighting the pixels by the num-
ber of times they have been observed. This method is explained in
Cantalupo et al. (2010).

We fix the HEALPix resolution of the map equal to nside=128,
which corresponds to the pixel size of the maps to 27 arcmin. The
focal plane configuration will lead to some gaps in the observed
sky band. To correct this, we rotate the beams of the horns on the
sky with an angle ⇠ 5�. In Fig. 2, we show the drift scan strips of
the sky emission. In the following, we consider a single frequency
channel centered at 997.5 MHz to display the results. The top panel
shows the HI signal and the bottom panel the Galactic synchrotron
emission plus a background of unresolved point sources. The am-
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Figure 1. Mollweide projection of the foreground with a background
of unresolved point sources (S< 100 mJy) and synchrotron emission at
1000 MHz in celestial (RA/Dec) coordinates with RA=0� at the centre and
increasing to the left. The white solid lines define the region expected to be
observed by the BINGO experiment.

Tb = T̄b(1+dHI), (6)

where dHI is the HI density contrast and T̄b the mean HI brightness
temperature given by

T̄b(z) = 0.3K
✓

WHI

10�3

◆✓
Wm +(1+ z)�3WL

0.29

◆�1/2 ✓
1+ z
2.5

◆1/2
. (7)

We assume that the neutral HI fraction is WHI = 5⇥10�4 (Switzer
et al. 2013) and the HI bias is independent of scale and redshift with
bHI = 1.

The HI brightness temperature power spectrum can be mod-
eled as

PTb(~k,z) = T̄ 2
b (z)

⇥
bHI + f µ2⇤2 D2(z)Pm(k,z), (8)

where µ ⇠ kk/k with the flat-sky approximation, Pm(k,z) the mat-
ter power spectrum, D(z) the linear growth factor normalised by
D(0) = 1, and f the linear growth rate f = d logD/d loga, where
a is the cosmological scale factor. The HI angular power spectrum
is obtained from Gaussian random fields with the flat sky angular
power spectrum (Datta, Choudhury & Bharadwaj 2007)

Cflat
` (Dn) =

T̄ 2
b

pr2
v

Z •

0
dkkcos(kkrvDn)PTb(k), (9)

where rv is the comoving distance, k has components kk and `/rv
along the line-of-sight and in the plane of the sky respectively. Us-
ing these inputs, we generate the maps of the HI signal which have
r.m.s. fluctuations around 0.1 mK.

2.3 Simulation of a single-dish experiment

We consider a single-dish experiment based on the BINGO con-
cept. BINGO will be a dual mirror Compact Antenna Test Range
(CATR) telescope with a 40 m primary mirror and an offset fo-
cus. Apart from the telescope optics the design of the instrument
is similar to that of Battye et al. (2013). The proposal BINGO ex-
periment will have a receiver array containing between 50 and 60
feed horns. In our simulation, we model the receiver plane with
56 feed horns with 90 m focal length. We consider the frequency
range from 960 MHz (z = 0.48) to 1260 MHz (z = 0.13). For com-
putational speed, we choose to divide the 300 MHz band into 20
channels each of 15 MHz bandwidth, though the actual instrument

Table 2. Instrumental parameters for BINGO simulation.

Survey parameters
Redshift range [zmin,zmax] [0.13, 0.48]
Frequency range [nmin,nmax] (MHz) [960, 1260]
Channel width Dn (MHz) 15
FWHM (arcmin) at 1 GHz 40
Number of feed horns nf 56
Sky coverage Wsur (deg2) 3000
Observation time tobs (yr) 1
System temperature Tsys (K) 50
Sampling rate (Hz) 0.1

will have much narrower frequency channels to facilitate RFI ex-
cision. The sampling rate is 0.1 Hz. The instrumental parameters
used for our simulation are listed in Table 2.

We assume that the horns are arranged in a rectangular config-
uration with spaced 3.3 m apart and the beams are given by a circu-
lar Gaussian. The beams are diffraction-limited, and therefore, the
full width at half maximum qFWHM of the beam can be scaled to
any frequency n by

qFWHM(n) = qFWHM(n0)
n0
n

, (10)

with n0 = 1000 MHz and qFWHM(n0) = 40 arcmin.
For the following simulations, we will assume that the tele-

scope will map a 15� declination strip at the declination of �5�

as the sky drifts past the telescope. The declination of �5� has
been chosen to minimise the foreground emission, which is low-
est between 10 and �10� declination. We assume one full year of
on-source integration. In practice, this will likely represent about 2
years of real observation time since we could consider night time
only and we will remove some data due to technical issues like such
as radio frequency interference, weather downtime etc.

To obtain the simulated maps of the BINGO instrument, we
use a maximum likelihood map-making algorithm (Stompor et al.
2002; Hamilton 2003). We model the timelines d as d = As + n,
where s is the pixelized sky signal, which is mapped into the time-
lines and corrupted by noise n. The pointing information is repre-
sented by the pointing matrix A of size Nsamples ⇥ Npixels, which
connects the time index to pixel index. The map-making step is
given by

ŝ = (AT N�1A)�1AT N�1d, (11)

where N is the noise covariance matrix and ŝ is the best estimate
of s. One impact of the 1/ f noise is to induce slow drifts of the
gains of the receivers. If we do not take steps to mitigate it, the 1/ f
noise will introduce stripes in the maps along the direction of the
drift scan. The inversion of (AT N�1A) is performed by using the
preconditioned conjugate gradient method. The preconditioner is
a pixel domain diagonal matrix weighting the pixels by the num-
ber of times they have been observed. This method is explained in
Cantalupo et al. (2010).

We fix the HEALPix resolution of the map equal to nside=128,
which corresponds to the pixel size of the maps to 27 arcmin. The
focal plane configuration will lead to some gaps in the observed
sky band. To correct this, we rotate the beams of the horns on the
sky with an angle ⇠ 5�. In Fig. 2, we show the drift scan strips of
the sky emission. In the following, we consider a single frequency
channel centered at 997.5 MHz to display the results. The top panel
shows the HI signal and the bottom panel the Galactic synchrotron
emission plus a background of unresolved point sources. The am-
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Figure 1. Mollweide projection of the foreground with a background of un-
resolved point sources (S <100 mJy) and synchrotron emission at 1000 MHz
in celestial (RA/Dec.) coordinates with RA = 0◦ at the centre and increasing
to the left. The white solid lines define the spaces expected to be observed
by the BINGO experiment.

2.2 H I signal

We use the CORA software (Shaw et al. 2014) to simulate the H I

brightness temperature. We assume the Planck+WP+highL+BAO
cosmological model given in Planck Collaboration XVI (2014). The
H I brightness temperature can be written as a sum of two parts

Tb = T̄b(1 + δH I), (6)

where δH I is the H I density contrast and T̄b the mean H I brightness
temperature given by

T̄b(z) = 0.3K
(

"H I

10− 3

) (
"m + (1 + z)− 3"#

0.29

)− 1/2 (
1 + z

2.5

)1/2

.

(7)

We assume that the neutral H I fraction is "H I = 5 × 10− 4 (Switzer
et al. 2013) and the H I bias is independent of scale and redshift with
bH I = 1.

The H I brightness temperature power spectrum can be modelled
as

PTb (k, z) = T̄ 2
b (z)

[
bH I + f µ2

]2
D2(z)Pm(k, z), (8)

where µ ∼ k∥/k with the flat-sky approximation, Pm(k, z) the matter
power spectrum, D(z) the linear growth factor normalized by D(0)
= 1 and f the linear growth rate f = d logD/d loga, where a is
the cosmological scale factor. The H I angular power spectrum is
obtained from Gaussian random fields with the flat-sky angular
power spectrum (Datta, Choudhury & Bharadwaj 2007)

Cflat
ℓ (%ν) = T̄ 2

b

πr2
v

∫ ∞

0
dk∥cos(k∥rv%ν)PTb (k), (9)

where rv is the comoving distance, and k has components k∥ and
ℓ/rv along the line of sight and in the plane of the sky, respec-
tively. In this paper, we use a simple representation of the H I signal
over the scales of interest using the flat-sky approximation (Limber
approximation). The effects on our results are negligible as this ap-
proximation is accurate at the 1 per cent level for l > 10 (Datta et al.
2007). Using these inputs, we generate the maps of the H I signal
which have rms fluctuations around 0.1 mK.

2.3 Simulation of a single-dish experiment

We consider a single-dish experiment based on the BINGO concept.
BINGO will be a dual-mirror Compact Antenna Test Range tele-
scope with a 40 m primary mirror and an offset focus. Apart from

Table 2. Instrumental parameters for BINGO simulation.

Survey parameters

Redshift range [zmin, zmax] [0.13, 0.48]
Frequency range [νmin, νmax] (MHz) [960, 1260]
Channel width %ν (MHz) 15
FWHM (arcmin) at 1 GHz 40
Number of feed horns nf 56
Sky coverage "sur (deg2) 3000
Observation time tobs (yr) 1
System temperature Tsys (K) 50
Sampling rate (Hz) 0.1

the telescope optics, the design of the instrument is similar to that
of Battye et al. (2013). The proposed BINGO experiment will have
a receiver array containing between 50 and 60 feed horns. In our
simulation, we model the receiver plane with 56 feed horns with a
90 m focal length. We consider the frequency range from 960 MHz
(z = 0.48) to 1260 MHz (z = 0.13). We choose to divide the
300 MHz band into 20 channels, each of 15 MHz bandwidth, though
the actual instrument will have much narrower frequency channels
to facilitate RFI excision. The 15 MHz bandwidth corresponds to
a comoving distance of around 45 Mpc h− 1, so it would prevent
us from any clustering measurements on radial scales. This choice
has been made to decrease the computational time. Furthermore,
the goal of this paper is the foreground and noise subtraction and
the quantification of these contaminations using the power spectra
of the simulated maps.

The sampling rate is 0.1 Hz. The instrumental parameters used
for our simulation are listed in Table 2.

We assume that the horns are arranged in a rectangular config-
uration spaced 3.3 m apart and the beams are given by a circular
Gaussian. The beams are diffraction-limited and, therefore, the full
width at half-maximum θFWHM of the beam can be scaled to any
frequency ν by

θFWHM(ν) = θFWHM(ν0)
ν0

ν
, (10)

with ν0 = 1000 MHz and θFWHM(ν0) = 40 arcmin.
For the following simulations, we will assume that the telescope

will map a 15◦ declination strip centred at − 5◦ as the sky drifts past
the telescope. The declination of − 5◦ has been chosen to minimize
the foreground emission, which is lowest between 10 and − 10◦

declination. We assume one full year of on-source integration. In
practice, this will likely represent about 2 years of real observation
time; since we could consider only night observations, we will
probably remove some data due to foreseeable technical issues like
such as RFI, weather downtime, etc.

In order to obtain the simulated BINGO maps, we use a maximum
likelihood map-making algorithm (Stompor et al. 2002; Hamilton
2003). We model the timelines d as d = As + n, where s is the pix-
elized sky signal which is mapped into the timelines and corrupted
by noise n. The pointing information is represented by the pointing
matrix A of size Nsamples × Npixels, which connects the time index to
the pixel index. The map-making step is given by

ŝ = (ATN− 1A)− 1ATN− 1d, (11)

where N is the noise covariance matrix and ŝ is the best estimate of
s. An impact of the 1/f noise is to induce slow drifts of the gains of
the receivers. If we do not take steps to mitigate it, the 1/f noise will
introduce stripes in the maps along the direction of the drift scan.
To solve this system, we use the MADmap algorithm described in
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Table 1. Summary of the different models of the Galactic synchrotron
emission.

Synchrotron Characteristics Mean β rms β

Model 1 β constant on the sky −2.8 β constant
Model 2 A Gaussian spatial distribution of β −2.8 0.17
Model 3 de Oliveira-Costa et al. (2008) model −2.5 0.03

et al. 2006). We extrapolate this template to the frequencies of
interest by using three different models for β listed below, from the
simplest to the more complicated ones.

(1) We ignore any variation across the sky of the spectral index
β; we fix this index to an average value estimated at frequencies
near ∼1 GHz β = −2.8 (Platania et al. 1998).

(2) We assume a Gaussian spatial distribution of the synchrotron
index β, with ⟨β⟩ = −2.8 and an rms value of 0.17 (Platania et al.
1998).

(3) We use spectral model of the global sky from 10 MHz to
100 GHz developed by de Oliveira-Costa et al. (2008). This final
model is the most realistic one. It includes spatial correlations of
the Galactic emission across the sky and a frequency curvature
modification of the synchrotron index β. The mean value of β is
∼− 2.9 and the rms of the fluctuations of this index is ∼0.03.

The models listed above are summarized in Table 1.
A high-resolution template of synchrotron emission is required to

make realistic tests of foreground removal methods. However, the
resulting synchrotron map has a resolution corresponding to a beam
with full width at half-maximum (FWHM) equal to 56 arcmin. We
require a higher resolution map so it cannot be directly used as
a template of the synchrotron emission. And, there are no other
full-sky astronomical data sets with resolution better than ∼1◦.
Hence, to account for these small-scale fluctuations, we add to the
original map a random Gaussian realization with a power spectrum
Cℓ = ℓγ (exp(−ℓ2σ 2

sim)), where γ = −2.7, σ sim = 40 arcmin the
Gaussian width of the simulation and ℓ the multipole. The amplitude
of the Gaussian fluctuations is weighted by the low-resolution map
Ttem with Tsm = αGssT

β

tem, where Tsm is the template of the
small scales added to the original template and Gss the Gaussian
realization. The variables α and β are estimated for each template
in order to make sure that the new template given by Tsm + Ttem
conserves the same statistics as the original template Ttem.

The details are given in Miville-Deschênes et al. (2007) and
Remazeilles et al. (2015).

2.1.2 Extragalactic point sources

We assume that the distribution of such sources is not spatially
correlated, that is to say the clustering is weak (Liu, Tegmark &
Zaldarriaga 2009) and hence that they are Poisson distributed. The
clustering part increases the pixel–pixel correlations (Battye et al.
2013) and thus can have an impact on the foreground removal
method. In subsequent work, we will investigate this contribution.
Extragalactic point sources can be divided into two populations.
The first component comprises bright and isolated point sources
that can be readily detected by the instrument and removed directly
using the data of the experiment. The second population consists of
a continuum of unresolved sources.

At radio frequencies (GHz), the rms confusion σ c in a telescope
beam with the full width at half-maximum θFWHM can be approxi-
mated by (Condon 1974)

σc

mJy
≈ 0.2

( ν

GHz

)−0.7
(

θFWHM

arcmin

)2

. (1)

For the BINGO telescope, with a θFWHM = 40 arcmin, this is around
320 mJy at 1000 MHz; thus, BINGO will be subject to confusion
noise when considering a continuum detection. This is irrelevant
for an H I line signal.

The brightness of each source is drawn from the differential
source counts dN

dS
, with the number of sources per steradian N and

per unit of flux S. In Battye et al. (2013), they use data from multiple
continuum surveys at 1.4 GHz (Mitchell & Condon 1985; White
et al. 1997; Ciliegi et al. 1999; Gruppioni et al. 1999; Hopkins et al.
1999; Richards 2000; Bondi et al. 2003; Fomalont et al. 2006; Owen
& Morrison 2008; Seymour et al. 2008; Ibar et al. 2010) and fit a
fifth-order polynomial to these data

log10

(
S2.5dN/dS

N0

)
=

5∑

i=0

ai

[
log10

(
S
S0

) ]i

, (2)

where a0 = 2.593, a1 = 9.333 × 10−2, a2 = −4.839 × 10−4, a3 =
2.488 × 10−1, a4 = 8.995 × 10−2 and a5 = 8.506 × 10−3, and N0

= 1 Jy3/2 sr−1 and S0 = 1 Jy. The power-law spectral function with
a Gaussian distributed index is given by

S(ν) = S(1.4 GHz)
( ν

1.4 GHz

)−α

. (3)

The spectral index α is randomly chosen from a Gaussian distribu-
tion

P (α) = 1√
(2πσ 2)

exp
[
− (α−α0)2

2σ 2

]
, (4)

with a mean of α0 = 2.5 and a width distribution of σ = 0.5
(Tegmark et al. 2000).

Assuming that the sources with flux S > Smax can be subtracted
from the data, we estimate the mean brightness temperature, con-
tributed due to the remaining sources, by

Tps(ν, n̂) =
(

dB

dT

)−1

(−1
pix

N∑

i=1

Si(ν), (5)

where Si is the flux of the point source i at 1.4 GHz and (sky the
pixel size equal to 0.22 arcmin2. The parameter dB/dT = 2kB/λ2

is the conversion factor between intensity units and brightness tem-
perature units, kB being the Boltzmann constant, λ the wavelength
of the incoming radiation and (pix the pixel size.

We expect that the brightest sources could be removed directly
from the BINGO data or could be masked using the National Radio
Astronomy Observatory (NRAO) Very Large Array (VLA) Sky
Survey (Condon et al. 1998), which is considered to be 99 per cent
complete at a flux density limit of 3.4 mJy. For our simulation, to
be conservative, we take Smax = 100 mJy, which corresponds to
∼1 source per square degree. We expect to either subtract or mask
most of the brightest radio sources above this flux density. We will
investigate in a following paper the residual contribution due to the
variability of radio sources and calibration issues.

In the following, the maps are created using the HEALPIX pix-
elization scheme (Górski et al. 2005). A foreground map of this
simulation at 1000 MHz is given in Fig. 1. The colour bar repre-
sents the brightness temperature in mK.
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Figure 1. Mollweide projection of the foreground with a background of un-
resolved point sources (S <100 mJy) and synchrotron emission at 1000 MHz
in celestial (RA/Dec.) coordinates with RA = 0◦ at the centre and increasing
to the left. The white solid lines define the spaces expected to be observed
by the BINGO experiment.

2.2 H I signal

We use the CORA software (Shaw et al. 2014) to simulate the H I

brightness temperature. We assume the Planck+WP+highL+BAO
cosmological model given in Planck Collaboration XVI (2014). The
H I brightness temperature can be written as a sum of two parts

Tb = T̄b(1 + δH I), (6)

where δH I is the H I density contrast and T̄b the mean H I brightness
temperature given by

T̄b(z) = 0.3K
(

"H I

10− 3

) (
"m + (1 + z)− 3"#

0.29

)− 1/2 (
1 + z

2.5

)1/2

.

(7)

We assume that the neutral H I fraction is "H I = 5 × 10− 4 (Switzer
et al. 2013) and the H I bias is independent of scale and redshift with
bH I = 1.

The H I brightness temperature power spectrum can be modelled
as

PTb (k, z) = T̄ 2
b (z)

[
bH I + f µ2

]2
D2(z)Pm(k, z), (8)

where µ ∼ k∥/k with the flat-sky approximation, Pm(k, z) the matter
power spectrum, D(z) the linear growth factor normalized by D(0)
= 1 and f the linear growth rate f = d logD/d loga, where a is
the cosmological scale factor. The H I angular power spectrum is
obtained from Gaussian random fields with the flat-sky angular
power spectrum (Datta, Choudhury & Bharadwaj 2007)

Cflat
ℓ (%ν) = T̄ 2

b

πr2
v

∫ ∞

0
dk∥cos(k∥rv%ν)PTb (k), (9)

where rv is the comoving distance, and k has components k∥ and
ℓ/rv along the line of sight and in the plane of the sky, respec-
tively. In this paper, we use a simple representation of the H I signal
over the scales of interest using the flat-sky approximation (Limber
approximation). The effects on our results are negligible as this ap-
proximation is accurate at the 1 per cent level for l > 10 (Datta et al.
2007). Using these inputs, we generate the maps of the H I signal
which have rms fluctuations around 0.1 mK.

2.3 Simulation of a single-dish experiment

We consider a single-dish experiment based on the BINGO concept.
BINGO will be a dual-mirror Compact Antenna Test Range tele-
scope with a 40 m primary mirror and an offset focus. Apart from

Table 2. Instrumental parameters for BINGO simulation.

Survey parameters

Redshift range [zmin, zmax] [0.13, 0.48]
Frequency range [νmin, νmax] (MHz) [960, 1260]
Channel width %ν (MHz) 15
FWHM (arcmin) at 1 GHz 40
Number of feed horns nf 56
Sky coverage "sur (deg2) 3000
Observation time tobs (yr) 1
System temperature Tsys (K) 50
Sampling rate (Hz) 0.1

the telescope optics, the design of the instrument is similar to that
of Battye et al. (2013). The proposed BINGO experiment will have
a receiver array containing between 50 and 60 feed horns. In our
simulation, we model the receiver plane with 56 feed horns with a
90 m focal length. We consider the frequency range from 960 MHz
(z = 0.48) to 1260 MHz (z = 0.13). We choose to divide the
300 MHz band into 20 channels, each of 15 MHz bandwidth, though
the actual instrument will have much narrower frequency channels
to facilitate RFI excision. The 15 MHz bandwidth corresponds to
a comoving distance of around 45 Mpc h− 1, so it would prevent
us from any clustering measurements on radial scales. This choice
has been made to decrease the computational time. Furthermore,
the goal of this paper is the foreground and noise subtraction and
the quantification of these contaminations using the power spectra
of the simulated maps.

The sampling rate is 0.1 Hz. The instrumental parameters used
for our simulation are listed in Table 2.

We assume that the horns are arranged in a rectangular config-
uration spaced 3.3 m apart and the beams are given by a circular
Gaussian. The beams are diffraction-limited and, therefore, the full
width at half-maximum θFWHM of the beam can be scaled to any
frequency ν by

θFWHM(ν) = θFWHM(ν0)
ν0

ν
, (10)

with ν0 = 1000 MHz and θFWHM(ν0) = 40 arcmin.
For the following simulations, we will assume that the telescope

will map a 15◦ declination strip centred at − 5◦ as the sky drifts past
the telescope. The declination of − 5◦ has been chosen to minimize
the foreground emission, which is lowest between 10 and − 10◦

declination. We assume one full year of on-source integration. In
practice, this will likely represent about 2 years of real observation
time; since we could consider only night observations, we will
probably remove some data due to foreseeable technical issues like
such as RFI, weather downtime, etc.

In order to obtain the simulated BINGO maps, we use a maximum
likelihood map-making algorithm (Stompor et al. 2002; Hamilton
2003). We model the timelines d as d = As + n, where s is the pix-
elized sky signal which is mapped into the timelines and corrupted
by noise n. The pointing information is represented by the pointing
matrix A of size Nsamples × Npixels, which connects the time index to
the pixel index. The map-making step is given by

ŝ = (ATN− 1A)− 1ATN− 1d, (11)

where N is the noise covariance matrix and ŝ is the best estimate of
s. An impact of the 1/f noise is to induce slow drifts of the gains of
the receivers. If we do not take steps to mitigate it, the 1/f noise will
introduce stripes in the maps along the direction of the drift scan.
To solve this system, we use the MADmap algorithm described in
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Figure 1. Mollweide projection of the foreground with a background of un-
resolved point sources (S <100 mJy) and synchrotron emission at 1000 MHz
in celestial (RA/Dec.) coordinates with RA = 0◦ at the centre and increasing
to the left. The white solid lines define the spaces expected to be observed
by the BINGO experiment.

2.2 H I signal

We use the CORA software (Shaw et al. 2014) to simulate the H I

brightness temperature. We assume the Planck+WP+highL+BAO
cosmological model given in Planck Collaboration XVI (2014). The
H I brightness temperature can be written as a sum of two parts

Tb = T̄b(1 + δH I), (6)

where δH I is the H I density contrast and T̄b the mean H I brightness
temperature given by

T̄b(z) = 0.3K
(

"H I

10− 3

) (
"m + (1 + z)− 3"#

0.29

)− 1/2 (
1 + z

2.5

)1/2

.

(7)

We assume that the neutral H I fraction is "H I = 5 × 10− 4 (Switzer
et al. 2013) and the H I bias is independent of scale and redshift with
bH I = 1.

The H I brightness temperature power spectrum can be modelled
as

PTb (k, z) = T̄ 2
b (z)

[
bH I + f µ2

]2
D2(z)Pm(k, z), (8)

where µ ∼ k∥/k with the flat-sky approximation, Pm(k, z) the matter
power spectrum, D(z) the linear growth factor normalized by D(0)
= 1 and f the linear growth rate f = d logD/d loga, where a is
the cosmological scale factor. The H I angular power spectrum is
obtained from Gaussian random fields with the flat-sky angular
power spectrum (Datta, Choudhury & Bharadwaj 2007)

Cflat
ℓ (%ν) = T̄ 2

b

πr2
v

∫ ∞

0
dk∥cos(k∥rv%ν)PTb (k), (9)

where rv is the comoving distance, and k has components k∥ and
ℓ/rv along the line of sight and in the plane of the sky, respec-
tively. In this paper, we use a simple representation of the H I signal
over the scales of interest using the flat-sky approximation (Limber
approximation). The effects on our results are negligible as this ap-
proximation is accurate at the 1 per cent level for l > 10 (Datta et al.
2007). Using these inputs, we generate the maps of the H I signal
which have rms fluctuations around 0.1 mK.

2.3 Simulation of a single-dish experiment

We consider a single-dish experiment based on the BINGO concept.
BINGO will be a dual-mirror Compact Antenna Test Range tele-
scope with a 40 m primary mirror and an offset focus. Apart from

Table 2. Instrumental parameters for BINGO simulation.

Survey parameters

Redshift range [zmin, zmax] [0.13, 0.48]
Frequency range [νmin, νmax] (MHz) [960, 1260]
Channel width %ν (MHz) 15
FWHM (arcmin) at 1 GHz 40
Number of feed horns nf 56
Sky coverage "sur (deg2) 3000
Observation time tobs (yr) 1
System temperature Tsys (K) 50
Sampling rate (Hz) 0.1

the telescope optics, the design of the instrument is similar to that
of Battye et al. (2013). The proposed BINGO experiment will have
a receiver array containing between 50 and 60 feed horns. In our
simulation, we model the receiver plane with 56 feed horns with a
90 m focal length. We consider the frequency range from 960 MHz
(z = 0.48) to 1260 MHz (z = 0.13). We choose to divide the
300 MHz band into 20 channels, each of 15 MHz bandwidth, though
the actual instrument will have much narrower frequency channels
to facilitate RFI excision. The 15 MHz bandwidth corresponds to
a comoving distance of around 45 Mpc h− 1, so it would prevent
us from any clustering measurements on radial scales. This choice
has been made to decrease the computational time. Furthermore,
the goal of this paper is the foreground and noise subtraction and
the quantification of these contaminations using the power spectra
of the simulated maps.

The sampling rate is 0.1 Hz. The instrumental parameters used
for our simulation are listed in Table 2.

We assume that the horns are arranged in a rectangular config-
uration spaced 3.3 m apart and the beams are given by a circular
Gaussian. The beams are diffraction-limited and, therefore, the full
width at half-maximum θFWHM of the beam can be scaled to any
frequency ν by

θFWHM(ν) = θFWHM(ν0)
ν0

ν
, (10)

with ν0 = 1000 MHz and θFWHM(ν0) = 40 arcmin.
For the following simulations, we will assume that the telescope

will map a 15◦ declination strip centred at − 5◦ as the sky drifts past
the telescope. The declination of − 5◦ has been chosen to minimize
the foreground emission, which is lowest between 10 and − 10◦

declination. We assume one full year of on-source integration. In
practice, this will likely represent about 2 years of real observation
time; since we could consider only night observations, we will
probably remove some data due to foreseeable technical issues like
such as RFI, weather downtime, etc.

In order to obtain the simulated BINGO maps, we use a maximum
likelihood map-making algorithm (Stompor et al. 2002; Hamilton
2003). We model the timelines d as d = As + n, where s is the pix-
elized sky signal which is mapped into the timelines and corrupted
by noise n. The pointing information is represented by the pointing
matrix A of size Nsamples × Npixels, which connects the time index to
the pixel index. The map-making step is given by

ŝ = (ATN− 1A)− 1ATN− 1d, (11)

where N is the noise covariance matrix and ŝ is the best estimate of
s. An impact of the 1/f noise is to induce slow drifts of the gains of
the receivers. If we do not take steps to mitigate it, the 1/f noise will
introduce stripes in the maps along the direction of the drift scan.
To solve this system, we use the MADmap algorithm described in
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Figure 3. Maps of the drift scan of the instrumental noise. The top panel represents the thermal noise and the bottom panel the 1/ f noise. Note the different
intensity scales. Colour bars represent the temperature in mK.

3 FOREGROUND AND INSTRUMENTAL NOISE
SUBTRACTION

For an observing frequency around 1 GHz, the synchrotron emis-
sion and the extragalactic point sources emission are the most rele-
vant foregrounds. The removal of the foregrounds and instrumental
1/ f will rely on the smoothness of their frequency spectra. In this
section, we want to quantify how well the foregrounds can be sub-
tracted in the presence of thermal and 1/ f noise. Our philosophy
is to focus on two simple cleaning procedures, parametric fitting
and a blind method with principal component analysis (PCA). We
describe these methods in Section 3.1 and present their results in
Section 3.3. We also demonstrate the possibility of using a blind
method to remove the instrumental 1/ f noise in Section 3.2. In the
following, we assume no systematics array and a perfect calibration
of the data.

3.1 Methods

3.1.1 Parametric fitting

Parametric fitting is a common method to parameterise foregrounds
(e.g. Brandt et al. 1994; Ansari et al. 2012). The approach of the
method is to fit directly an explicit parametric model of the fore-
grounds and noise to each pixel of the maps along the frequency
direction. The common foreground model is a modified power-law,
as the main foreground emission, the Galactic synchrotron, can be
approximated by a parametric distribution with a curvature to first
order (Kogut 2012).

The i-th pixel of the simulated map of the sky at the frequency
n j can be written as the sum of the intensity of the HI signal T i

21cm,
the foreground emissions T i

fg and the noise of the instrument T i
n

T̂ i
j = T̂ i

21cm, j + T̂ i
fg, j + T̂ i

n, j. (15)

The hat symbol denotes a modelled quantity. We make the assump-
tion that the foreground T̂fg and 1/ f noise T̂ i

n can be modelled by

T̂ i
fg, j + T̂ i

n, j+ = Ai
✓

n
n0

◆b
, (16)

where b is the spectral index and A is the amplitude in mK. The
assumption on the spectral slope of the 1/ f noise can be justified
by the fact that the 1/ f noise fluctuations are expected to have a
spectral form similar to the system temperature, which can be ap-
proximated by a power-law over the BINGO frequency range. We
fit Eq. 16 for each pixel of the map in the frequency direction min-
imised using a least-squares method.

3.1.2 Principal Component Analysis (PCA)

PCA (Murtagh & Heck 1987) has the advantage of being a non-
parametric method and so requires no specific prior information on
the spectra of the foreground and the noise. This method consists

of making the independent maps of each frequency channel into or-
thogonal modes according to the covariance between frequencies.
We consider the data to be a matrix S, with Nf ⇥Np elements. Nf
denotes the number of frequency channels and Np the number of
pixels in the map. We compute the frequency covariance matrix
from the simulated data

Ci j =
1

Np
SST =

1
Np

Np

Â
p=1

T (ni, n̂p)T (n j, n̂p), (17)

where T (ni, n̂p) is the brightness temperature along the direction of
the line-of-sight n̂p and for the frequency channel ni. Therefore, we
can compute the entries of the correlation matrix between each pair
of frequency channels

R jk =
Cjk

C1/2
j j C1/2

kk

, (18)

where the indices run from 1 to Nf . We diagonalise the correlation
matrix of the full data set with an eigenvalue decomposition and
obtain

PT RP = L ⌘ diag
�

l1, ...,lNf

 
, (19)

where the diagonal elements of the matrix L are the eigenvalues
l j of the matrix R and the matrix P is an orthogonal matrix which
contains the eigenvectors. The variance of each mode is given by
the amplitude of the eigenvalues l j, so each eigenvalue measures
the contribution of its corresponding eigenvector to the total sky
variance.

This method parameterises the foreground and noise compo-
nents and produces independent eigenfunctions, which convert the
spectral correlation into a number of largest variance modes. We
pick the eigenvalues with the correlated components in frequency
with the larger variances. So, we build a matrix Pc, with only the
corresponding eigenvectors and we use this matrix to decompose
the data into eigenfunctions f

f = PT
c S. (20)

The maps Sc of the reconstructed foreground and 1/ f noise
are obtained by transforming back to the frequency space

Sc = Pcf. (21)

Finally, we find the maps of the reconstructed HI signal SHI by
subtracting the input maps and the reconstructed foreground and
1/ f noise

SHI = S�Sc. (22)

3.2 1/ f noise subtraction using PCA

First, we apply the PCA method to thermal and 1/ f noise com-
ponents only, ignoring foregrounds for the moment. The frequency

c� 2002 RAS, MNRAS 000, 1–14
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Figure 3. Maps of the drift scan of the instrumental noise. The top panel represents the thermal noise and the bottom panel the 1/ f noise. Note the different
intensity scales. Colour bars represent the temperature in mK.

3 FOREGROUND AND INSTRUMENTAL NOISE
SUBTRACTION

For an observing frequency around 1 GHz, the synchrotron emis-
sion and the extragalactic point sources emission are the most rele-
vant foregrounds. The removal of the foregrounds and instrumental
1/ f will rely on the smoothness of their frequency spectra. In this
section, we want to quantify how well the foregrounds can be sub-
tracted in the presence of thermal and 1/ f noise. Our philosophy
is to focus on two simple cleaning procedures, parametric fitting
and a blind method with principal component analysis (PCA). We
describe these methods in Section 3.1 and present their results in
Section 3.3. We also demonstrate the possibility of using a blind
method to remove the instrumental 1/ f noise in Section 3.2. In the
following, we assume no systematics array and a perfect calibration
of the data.

3.1 Methods

3.1.1 Parametric fitting

Parametric fitting is a common method to parameterise foregrounds
(e.g. Brandt et al. 1994; Ansari et al. 2012). The approach of the
method is to fit directly an explicit parametric model of the fore-
grounds and noise to each pixel of the maps along the frequency
direction. The common foreground model is a modified power-law,
as the main foreground emission, the Galactic synchrotron, can be
approximated by a parametric distribution with a curvature to first
order (Kogut 2012).

The i-th pixel of the simulated map of the sky at the frequency
n j can be written as the sum of the intensity of the HI signal T i
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the foreground emissions T i

fg and the noise of the instrument T i
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where b is the spectral index and A is the amplitude in mK. The
assumption on the spectral slope of the 1/ f noise can be justified
by the fact that the 1/ f noise fluctuations are expected to have a
spectral form similar to the system temperature, which can be ap-
proximated by a power-law over the BINGO frequency range. We
fit Eq. 16 for each pixel of the map in the frequency direction min-
imised using a least-squares method.

3.1.2 Principal Component Analysis (PCA)

PCA (Murtagh & Heck 1987) has the advantage of being a non-
parametric method and so requires no specific prior information on
the spectra of the foreground and the noise. This method consists

of making the independent maps of each frequency channel into or-
thogonal modes according to the covariance between frequencies.
We consider the data to be a matrix S, with Nf ⇥Np elements. Nf
denotes the number of frequency channels and Np the number of
pixels in the map. We compute the frequency covariance matrix
from the simulated data

Ci j =
1

Np
SST =

1
Np

Np

Â
p=1

T (ni, n̂p)T (n j, n̂p), (17)

where T (ni, n̂p) is the brightness temperature along the direction of
the line-of-sight n̂p and for the frequency channel ni. Therefore, we
can compute the entries of the correlation matrix between each pair
of frequency channels

R jk =
Cjk

C1/2
j j C1/2

kk

, (18)

where the indices run from 1 to Nf . We diagonalise the correlation
matrix of the full data set with an eigenvalue decomposition and
obtain

PT RP = L ⌘ diag
�

l1, ...,lNf

 
, (19)

where the diagonal elements of the matrix L are the eigenvalues
l j of the matrix R and the matrix P is an orthogonal matrix which
contains the eigenvectors. The variance of each mode is given by
the amplitude of the eigenvalues l j, so each eigenvalue measures
the contribution of its corresponding eigenvector to the total sky
variance.

This method parameterises the foreground and noise compo-
nents and produces independent eigenfunctions, which convert the
spectral correlation into a number of largest variance modes. We
pick the eigenvalues with the correlated components in frequency
with the larger variances. So, we build a matrix Pc, with only the
corresponding eigenvectors and we use this matrix to decompose
the data into eigenfunctions f

f = PT
c S. (20)

The maps Sc of the reconstructed foreground and 1/ f noise
are obtained by transforming back to the frequency space

Sc = Pcf. (21)

Finally, we find the maps of the reconstructed HI signal SHI by
subtracting the input maps and the reconstructed foreground and
1/ f noise

SHI = S�Sc. (22)

3.2 1/ f noise subtraction using PCA

First, we apply the PCA method to thermal and 1/ f noise com-
ponents only, ignoring foregrounds for the moment. The frequency

c� 2002 RAS, MNRAS 000, 1–14

6 M.-A. Bigot-Sazy et al.

Figure 3. Maps of the drift scan of the instrumental noise. The top panel represents the thermal noise and the bottom panel the 1/ f noise. Note the different
intensity scales. Colour bars represent the temperature in mK.

3 FOREGROUND AND INSTRUMENTAL NOISE
SUBTRACTION

For an observing frequency around 1 GHz, the synchrotron emis-
sion and the extragalactic point sources emission are the most rele-
vant foregrounds. The removal of the foregrounds and instrumental
1/ f will rely on the smoothness of their frequency spectra. In this
section, we want to quantify how well the foregrounds can be sub-
tracted in the presence of thermal and 1/ f noise. Our philosophy
is to focus on two simple cleaning procedures, parametric fitting
and a blind method with principal component analysis (PCA). We
describe these methods in Section 3.1 and present their results in
Section 3.3. We also demonstrate the possibility of using a blind
method to remove the instrumental 1/ f noise in Section 3.2. In the
following, we assume no systematics array and a perfect calibration
of the data.

3.1 Methods

3.1.1 Parametric fitting

Parametric fitting is a common method to parameterise foregrounds
(e.g. Brandt et al. 1994; Ansari et al. 2012). The approach of the
method is to fit directly an explicit parametric model of the fore-
grounds and noise to each pixel of the maps along the frequency
direction. The common foreground model is a modified power-law,
as the main foreground emission, the Galactic synchrotron, can be
approximated by a parametric distribution with a curvature to first
order (Kogut 2012).

The i-th pixel of the simulated map of the sky at the frequency
n j can be written as the sum of the intensity of the HI signal T i
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where b is the spectral index and A is the amplitude in mK. The
assumption on the spectral slope of the 1/ f noise can be justified
by the fact that the 1/ f noise fluctuations are expected to have a
spectral form similar to the system temperature, which can be ap-
proximated by a power-law over the BINGO frequency range. We
fit Eq. 16 for each pixel of the map in the frequency direction min-
imised using a least-squares method.

3.1.2 Principal Component Analysis (PCA)

PCA (Murtagh & Heck 1987) has the advantage of being a non-
parametric method and so requires no specific prior information on
the spectra of the foreground and the noise. This method consists

of making the independent maps of each frequency channel into or-
thogonal modes according to the covariance between frequencies.
We consider the data to be a matrix S, with Nf ⇥Np elements. Nf
denotes the number of frequency channels and Np the number of
pixels in the map. We compute the frequency covariance matrix
from the simulated data

Ci j =
1

Np
SST =

1
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Â
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T (ni, n̂p)T (n j, n̂p), (17)

where T (ni, n̂p) is the brightness temperature along the direction of
the line-of-sight n̂p and for the frequency channel ni. Therefore, we
can compute the entries of the correlation matrix between each pair
of frequency channels

R jk =
Cjk
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where the indices run from 1 to Nf . We diagonalise the correlation
matrix of the full data set with an eigenvalue decomposition and
obtain

PT RP = L ⌘ diag
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l1, ...,lNf
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where the diagonal elements of the matrix L are the eigenvalues
l j of the matrix R and the matrix P is an orthogonal matrix which
contains the eigenvectors. The variance of each mode is given by
the amplitude of the eigenvalues l j, so each eigenvalue measures
the contribution of its corresponding eigenvector to the total sky
variance.

This method parameterises the foreground and noise compo-
nents and produces independent eigenfunctions, which convert the
spectral correlation into a number of largest variance modes. We
pick the eigenvalues with the correlated components in frequency
with the larger variances. So, we build a matrix Pc, with only the
corresponding eigenvectors and we use this matrix to decompose
the data into eigenfunctions f

f = PT
c S. (20)

The maps Sc of the reconstructed foreground and 1/ f noise
are obtained by transforming back to the frequency space

Sc = Pcf. (21)

Finally, we find the maps of the reconstructed HI signal SHI by
subtracting the input maps and the reconstructed foreground and
1/ f noise

SHI = S�Sc. (22)

3.2 1/ f noise subtraction using PCA

First, we apply the PCA method to thermal and 1/ f noise com-
ponents only, ignoring foregrounds for the moment. The frequency
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3 FOREGROUND AND INSTRUMENTAL NOISE
SUBTRACTION

For an observing frequency around 1 GHz, the synchrotron emis-
sion and the extragalactic point sources emission are the most rele-
vant foregrounds. The removal of the foregrounds and instrumental
1/ f will rely on the smoothness of their frequency spectra. In this
section, we want to quantify how well the foregrounds can be sub-
tracted in the presence of thermal and 1/ f noise. Our philosophy
is to focus on two simple cleaning procedures, parametric fitting
and a blind method with principal component analysis (PCA). We
describe these methods in Section 3.1 and present their results in
Section 3.3. We also demonstrate the possibility of using a blind
method to remove the instrumental 1/ f noise in Section 3.2. In the
following, we assume no systematics array and a perfect calibration
of the data.

3.1 Methods

3.1.1 Parametric fitting

Parametric fitting is a common method to parameterise foregrounds
(e.g. Brandt et al. 1994; Ansari et al. 2012). The approach of the
method is to fit directly an explicit parametric model of the fore-
grounds and noise to each pixel of the maps along the frequency
direction. The common foreground model is a modified power-law,
as the main foreground emission, the Galactic synchrotron, can be
approximated by a parametric distribution with a curvature to first
order (Kogut 2012).

The i-th pixel of the simulated map of the sky at the frequency
n j can be written as the sum of the intensity of the HI signal T i

21cm,
the foreground emissions T i

fg and the noise of the instrument T i
n

T̂ i
j = T̂ i

21cm, j + T̂ i
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n, j. (15)

The hat symbol denotes a modelled quantity. We make the assump-
tion that the foreground T̂fg and 1/ f noise T̂ i

n can be modelled by
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where b is the spectral index and A is the amplitude in mK. The
assumption on the spectral slope of the 1/ f noise can be justified
by the fact that the 1/ f noise fluctuations are expected to have a
spectral form similar to the system temperature, which can be ap-
proximated by a power-law over the BINGO frequency range. We
fit Eq. 16 for each pixel of the map in the frequency direction min-
imised using a least-squares method.

3.1.2 Principal Component Analysis (PCA)

PCA (Murtagh & Heck 1987) has the advantage of being a non-
parametric method and so requires no specific prior information on
the spectra of the foreground and the noise. This method consists

of making the independent maps of each frequency channel into or-
thogonal modes according to the covariance between frequencies.
We consider the data to be a matrix S, with Nf ⇥Np elements. Nf
denotes the number of frequency channels and Np the number of
pixels in the map. We compute the frequency covariance matrix
from the simulated data

Ci j =
1

Np
SST =

1
Np

Np

Â
p=1

T (ni, n̂p)T (n j, n̂p), (17)

where T (ni, n̂p) is the brightness temperature along the direction of
the line-of-sight n̂p and for the frequency channel ni. Therefore, we
can compute the entries of the correlation matrix between each pair
of frequency channels

R jk =
Cjk

C1/2
j j C1/2

kk

, (18)

where the indices run from 1 to Nf . We diagonalise the correlation
matrix of the full data set with an eigenvalue decomposition and
obtain

PT RP = L ⌘ diag
�

l1, ...,lNf

 
, (19)

where the diagonal elements of the matrix L are the eigenvalues
l j of the matrix R and the matrix P is an orthogonal matrix which
contains the eigenvectors. The variance of each mode is given by
the amplitude of the eigenvalues l j, so each eigenvalue measures
the contribution of its corresponding eigenvector to the total sky
variance.

This method parameterises the foreground and noise compo-
nents and produces independent eigenfunctions, which convert the
spectral correlation into a number of largest variance modes. We
pick the eigenvalues with the correlated components in frequency
with the larger variances. So, we build a matrix Pc, with only the
corresponding eigenvectors and we use this matrix to decompose
the data into eigenfunctions f

f = PT
c S. (20)

The maps Sc of the reconstructed foreground and 1/ f noise
are obtained by transforming back to the frequency space

Sc = Pcf. (21)

Finally, we find the maps of the reconstructed HI signal SHI by
subtracting the input maps and the reconstructed foreground and
1/ f noise

SHI = S�Sc. (22)

3.2 1/ f noise subtraction using PCA

First, we apply the PCA method to thermal and 1/ f noise com-
ponents only, ignoring foregrounds for the moment. The frequency
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3 FOREGROUND AND INSTRUMENTAL NOISE
SUBTRACTION

For an observing frequency around 1 GHz, the synchrotron emis-
sion and the extragalactic point sources emission are the most rele-
vant foregrounds. The removal of the foregrounds and instrumental
1/ f will rely on the smoothness of their frequency spectra. In this
section, we want to quantify how well the foregrounds can be sub-
tracted in the presence of thermal and 1/ f noise. Our philosophy
is to focus on two simple cleaning procedures, parametric fitting
and a blind method with principal component analysis (PCA). We
describe these methods in Section 3.1 and present their results in
Section 3.3. We also demonstrate the possibility of using a blind
method to remove the instrumental 1/ f noise in Section 3.2. In the
following, we assume no systematics array and a perfect calibration
of the data.

3.1 Methods

3.1.1 Parametric fitting

Parametric fitting is a common method to parameterise foregrounds
(e.g. Brandt et al. 1994; Ansari et al. 2012). The approach of the
method is to fit directly an explicit parametric model of the fore-
grounds and noise to each pixel of the maps along the frequency
direction. The common foreground model is a modified power-law,
as the main foreground emission, the Galactic synchrotron, can be
approximated by a parametric distribution with a curvature to first
order (Kogut 2012).

The i-th pixel of the simulated map of the sky at the frequency
n j can be written as the sum of the intensity of the HI signal T i

21cm,
the foreground emissions T i

fg and the noise of the instrument T i
n

T̂ i
j = T̂ i
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The hat symbol denotes a modelled quantity. We make the assump-
tion that the foreground T̂fg and 1/ f noise T̂ i

n can be modelled by
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where b is the spectral index and A is the amplitude in mK. The
assumption on the spectral slope of the 1/ f noise can be justified
by the fact that the 1/ f noise fluctuations are expected to have a
spectral form similar to the system temperature, which can be ap-
proximated by a power-law over the BINGO frequency range. We
fit Eq. 16 for each pixel of the map in the frequency direction min-
imised using a least-squares method.

3.1.2 Principal Component Analysis (PCA)

PCA (Murtagh & Heck 1987) has the advantage of being a non-
parametric method and so requires no specific prior information on
the spectra of the foreground and the noise. This method consists

of making the independent maps of each frequency channel into or-
thogonal modes according to the covariance between frequencies.
We consider the data to be a matrix S, with Nf ⇥Np elements. Nf
denotes the number of frequency channels and Np the number of
pixels in the map. We compute the frequency covariance matrix
from the simulated data

Ci j =
1

Np
SST =

1
Np

Np

Â
p=1

T (ni, n̂p)T (n j, n̂p), (17)

where T (ni, n̂p) is the brightness temperature along the direction of
the line-of-sight n̂p and for the frequency channel ni. Therefore, we
can compute the entries of the correlation matrix between each pair
of frequency channels

R jk =
Cjk

C1/2
j j C1/2

kk

, (18)

where the indices run from 1 to Nf . We diagonalise the correlation
matrix of the full data set with an eigenvalue decomposition and
obtain

PT RP = L ⌘ diag
�

l1, ...,lNf

 
, (19)

where the diagonal elements of the matrix L are the eigenvalues
l j of the matrix R and the matrix P is an orthogonal matrix which
contains the eigenvectors. The variance of each mode is given by
the amplitude of the eigenvalues l j, so each eigenvalue measures
the contribution of its corresponding eigenvector to the total sky
variance.

This method parameterises the foreground and noise compo-
nents and produces independent eigenfunctions, which convert the
spectral correlation into a number of largest variance modes. We
pick the eigenvalues with the correlated components in frequency
with the larger variances. So, we build a matrix Pc, with only the
corresponding eigenvectors and we use this matrix to decompose
the data into eigenfunctions f

f = PT
c S. (20)

The maps Sc of the reconstructed foreground and 1/ f noise
are obtained by transforming back to the frequency space

Sc = Pcf. (21)

Finally, we find the maps of the reconstructed HI signal SHI by
subtracting the input maps and the reconstructed foreground and
1/ f noise

SHI = S�Sc. (22)

3.2 1/ f noise subtraction using PCA

First, we apply the PCA method to thermal and 1/ f noise com-
ponents only, ignoring foregrounds for the moment. The frequency
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Figure 3. Maps of the drift scan of the instrumental noise. The top panel represents the thermal noise and the bottom panel the 1/ f noise. Note the different
intensity scales. Colour bars represent the temperature in mK.

3 FOREGROUND AND INSTRUMENTAL NOISE
SUBTRACTION

For an observing frequency around 1 GHz, the synchrotron emis-
sion and the extragalactic point sources emission are the most rele-
vant foregrounds. The removal of the foregrounds and instrumental
1/ f will rely on the smoothness of their frequency spectra. In this
section, we want to quantify how well the foregrounds can be sub-
tracted in the presence of thermal and 1/ f noise. Our philosophy
is to focus on two simple cleaning procedures, parametric fitting
and a blind method with principal component analysis (PCA). We
describe these methods in Section 3.1 and present their results in
Section 3.3. We also demonstrate the possibility of using a blind
method to remove the instrumental 1/ f noise in Section 3.2. In the
following, we assume no systematics array and a perfect calibration
of the data.

3.1 Methods

3.1.1 Parametric fitting

Parametric fitting is a common method to parameterise foregrounds
(e.g. Brandt et al. 1994; Ansari et al. 2012). The approach of the
method is to fit directly an explicit parametric model of the fore-
grounds and noise to each pixel of the maps along the frequency
direction. The common foreground model is a modified power-law,
as the main foreground emission, the Galactic synchrotron, can be
approximated by a parametric distribution with a curvature to first
order (Kogut 2012).

The i-th pixel of the simulated map of the sky at the frequency
n j can be written as the sum of the intensity of the HI signal T i

21cm,
the foreground emissions T i

fg and the noise of the instrument T i
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tion that the foreground T̂fg and 1/ f noise T̂ i
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where b is the spectral index and A is the amplitude in mK. The
assumption on the spectral slope of the 1/ f noise can be justified
by the fact that the 1/ f noise fluctuations are expected to have a
spectral form similar to the system temperature, which can be ap-
proximated by a power-law over the BINGO frequency range. We
fit Eq. 16 for each pixel of the map in the frequency direction min-
imised using a least-squares method.

3.1.2 Principal Component Analysis (PCA)

PCA (Murtagh & Heck 1987) has the advantage of being a non-
parametric method and so requires no specific prior information on
the spectra of the foreground and the noise. This method consists

of making the independent maps of each frequency channel into or-
thogonal modes according to the covariance between frequencies.
We consider the data to be a matrix S, with Nf ⇥Np elements. Nf
denotes the number of frequency channels and Np the number of
pixels in the map. We compute the frequency covariance matrix
from the simulated data

Ci j =
1

Np
SST =

1
Np
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Â
p=1

T (ni, n̂p)T (n j, n̂p), (17)

where T (ni, n̂p) is the brightness temperature along the direction of
the line-of-sight n̂p and for the frequency channel ni. Therefore, we
can compute the entries of the correlation matrix between each pair
of frequency channels

R jk =
Cjk

C1/2
j j C1/2

kk

, (18)

where the indices run from 1 to Nf . We diagonalise the correlation
matrix of the full data set with an eigenvalue decomposition and
obtain

PT RP = L ⌘ diag
�

l1, ...,lNf

 
, (19)

where the diagonal elements of the matrix L are the eigenvalues
l j of the matrix R and the matrix P is an orthogonal matrix which
contains the eigenvectors. The variance of each mode is given by
the amplitude of the eigenvalues l j, so each eigenvalue measures
the contribution of its corresponding eigenvector to the total sky
variance.

This method parameterises the foreground and noise compo-
nents and produces independent eigenfunctions, which convert the
spectral correlation into a number of largest variance modes. We
pick the eigenvalues with the correlated components in frequency
with the larger variances. So, we build a matrix Pc, with only the
corresponding eigenvectors and we use this matrix to decompose
the data into eigenfunctions f

f = PT
c S. (20)

The maps Sc of the reconstructed foreground and 1/ f noise
are obtained by transforming back to the frequency space

Sc = Pcf. (21)

Finally, we find the maps of the reconstructed HI signal SHI by
subtracting the input maps and the reconstructed foreground and
1/ f noise

SHI = S�Sc. (22)

3.2 1/ f noise subtraction using PCA

First, we apply the PCA method to thermal and 1/ f noise com-
ponents only, ignoring foregrounds for the moment. The frequency
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Figure 7. Five versions of a strip in declination of the H I signal. The input cosmological signal is shown in the first strip and the reconstructed signal from
PCA in strips 2, 3 and 4 (after one, three and seven modes removed, respectively) and from parametric fitting in strip 5. Notice the different colour bar scales.

Figure 8. Scatter plot of the recovered H I signal from parametric fitting
(blue markers) and from PCA (red markers) as a function of the input H I

signal. The parametric fitting is more noisy than the PCA and also appears to
be biased. The black dashed line represents the perfect correlation between
the recovered H I signal and the true signal.

where A is the amplitude, ν the frequency of observation and "ν

the wavelength. We explore a range of A between 1 and 150 mK
and a range of "ν between 1 and 300 MHz.

We show the modified spectra for different values of A and "ν

in Fig. 10 for one pixel and one horn. To highlight the impact of
the addition of the sinusoidal wave, we plot the ratio of the re-
sulting spectrum (with the sinusoidal wave) by the original one
(without the sinusoidal wave). We see curvature and/or oscilla-
tions in the resulting spectra. A higher value of "ν leads to a
curvature of the spectrum, similar to a standing wave, whereas a
smaller value induces a sinusoidal wave that behaves in a simi-
lar way to noise, when "ν is smaller than the frequency channel
width.

In what follows, we simulate the maps generated by the instru-
ment with the same model of the Galactic synchrotron emission, H I

signal and instrumental noise (thermal and 1/f noise), and we add in
equation (26) the sinusoidal wave to the frequency spectrum of the
generated data. In order to extract the signal of interest, we apply
the PCA to the maps. In Fig. 11, we plot the relative error of the
recovered H I signal as a function of the amplitude A and "ν after
applying PCA with six modes subtracted. The colour bar represents
the amplitude of the relative error between the recovered H I signal
and the true signal. The smoothness of the frequency spectrum, i.e.
the value of "ν, has a significative impact on the efficiency of the
cleaning methods. The relative error increases with a small value of
"ν, which corresponds to a sinusoidal wave with a period shorter
than the frequency channel width. In order not to be affected by
the variation of the bandpass, the value of "ν has to be lower than
100 MHz and the amplitude A has to be below 45 mK. With the
values A < 40 mK and "ν < 100 MHz, we find a relative error
<7.3 per cent after six modes are subtracted with the PCA. In abso-
lute terms, after subtracting six principal modes, we obtain residuals
lower than 0.1 mK, which means that the H I signal can be detected.

Finally, we perform simulations varying the number of frequency
channels used to perform the PCA. In what follows, we consider
the foreground emission with Galactic synchrotron emission and
extragalactic point sources. We consider 20 frequency channels
(15 MHz channel bandwidth) and 200 frequency channels (1.5 MHz
channel width), and we test different values of "ν. We choose the
amplitude of the sinusoidal wave to A = 120 mK. Fig. 12 shows the
relative error between the recovered H I signal and the input signal
as a function of the smoothness of the frequency spectrum "ν after
removing six and seven principal modes. We find that the PCA
method does better with a larger number of channels. The relative
error is <7 per cent for six removed modes when we have 200
frequency channels for all values of "ν between 1 and 400 MHz.
The reason for the improvement when more channels are added
can be understood by the fact that the frequency band is better
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Figure 9. Top panel: the power spectra of the simulated maps after applying
foreground cleaning. This plot shows the simulated H I signal (blue solid
line), the thermal noise (green solid line) and the sky emission (cyan solid
line). We plot the results of the foreground cleaning from PCA (black dashed
line) and from parametric fitting (red dashed line). Bottom panel: the power
spectra of the leakage of the H I signal (light blue dashed line) and of the
noise (gold dashed line) after applying PCA. The PCA method clearly makes
it possible to extract the H I signal.

Figure 10. The corrupted spectrum divided by the original, undistorted,
spectrum for different versions of the sinusoidal wave. A small value of !ν

induces a spectrum that fluctuates in frequency in a similar way to random
noise, while a large value of !ν leads to a curvature of the frequency
spectrum.

Figure 11. Relative error as a function of the amplitude A and the period !ν

of the sinusoidal wave after foreground and noise subtraction after applying
PCA (six modes removed). The values A and !ν of the sinusoidal waves
are indicated on the axes of the plot. The colour bar gives the percentage
error relative to the noise.

Figure 12. The percentage relative error as a function of the period !ν of
the sinusoidal wave after foreground removal. We show the relative errors
for 20 frequency channels with six modes removed (blue markers), for 20
frequency channels with seven modes removed (green markers) and for
200 frequency channels with six and seven modes removed (red and black
markers), respectively.

sampled. Thus, as long as we have a frequency spectrum with slow
oscillations, or enough frequency channels to sample the spectrum
with sufficient accuracy, the smoothness of the bandpass does not
constitute an issue for the foreground and the 1/f noise cleaning
methods. An amplitude around 40 mK requires the bandpass to be
calibrated to an accuracy of better than 1 part in 1000. However, one
would expect to calibrate at least every day so we will only require
a dynamic range of 1 part in 50.

5 C O N C L U S I O N

In Section 2, we have simulated the kind of data which would
be produced in a single-dish intensity mapping experiment like
BINGO. We have adopted a sky model with Galactic synchrotron
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Figure 9. Top panel: the power spectra of the simulated maps after applying
foreground cleaning. This plot shows the simulated H I signal (blue solid
line), the thermal noise (green solid line) and the sky emission (cyan solid
line). We plot the results of the foreground cleaning from PCA (black dashed
line) and from parametric fitting (red dashed line). Bottom panel: the power
spectra of the leakage of the H I signal (light blue dashed line) and of the
noise (gold dashed line) after applying PCA. The PCA method clearly makes
it possible to extract the H I signal.

Figure 10. The corrupted spectrum divided by the original, undistorted,
spectrum for different versions of the sinusoidal wave. A small value of !ν

induces a spectrum that fluctuates in frequency in a similar way to random
noise, while a large value of !ν leads to a curvature of the frequency
spectrum.

Figure 11. Relative error as a function of the amplitude A and the period !ν

of the sinusoidal wave after foreground and noise subtraction after applying
PCA (six modes removed). The values A and !ν of the sinusoidal waves
are indicated on the axes of the plot. The colour bar gives the percentage
error relative to the noise.

Figure 12. The percentage relative error as a function of the period !ν of
the sinusoidal wave after foreground removal. We show the relative errors
for 20 frequency channels with six modes removed (blue markers), for 20
frequency channels with seven modes removed (green markers) and for
200 frequency channels with six and seven modes removed (red and black
markers), respectively.

sampled. Thus, as long as we have a frequency spectrum with slow
oscillations, or enough frequency channels to sample the spectrum
with sufficient accuracy, the smoothness of the bandpass does not
constitute an issue for the foreground and the 1/f noise cleaning
methods. An amplitude around 40 mK requires the bandpass to be
calibrated to an accuracy of better than 1 part in 1000. However, one
would expect to calibrate at least every day so we will only require
a dynamic range of 1 part in 50.
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Figure 7. Five versions of a strip in declination of the H I signal. The input cosmological signal is shown in the first strip and the reconstructed signal from
PCA in strips 2, 3 and 4 (after one, three and seven modes removed, respectively) and from parametric fitting in strip 5. Notice the different colour bar scales.

Figure 8. Scatter plot of the recovered H I signal from parametric fitting
(blue markers) and from PCA (red markers) as a function of the input H I

signal. The parametric fitting is more noisy than the PCA and also appears to
be biased. The black dashed line represents the perfect correlation between
the recovered H I signal and the true signal.

where A is the amplitude, ν the frequency of observation and "ν

the wavelength. We explore a range of A between 1 and 150 mK
and a range of "ν between 1 and 300 MHz.

We show the modified spectra for different values of A and "ν

in Fig. 10 for one pixel and one horn. To highlight the impact of
the addition of the sinusoidal wave, we plot the ratio of the re-
sulting spectrum (with the sinusoidal wave) by the original one
(without the sinusoidal wave). We see curvature and/or oscilla-
tions in the resulting spectra. A higher value of "ν leads to a
curvature of the spectrum, similar to a standing wave, whereas a
smaller value induces a sinusoidal wave that behaves in a simi-
lar way to noise, when "ν is smaller than the frequency channel
width.

In what follows, we simulate the maps generated by the instru-
ment with the same model of the Galactic synchrotron emission, H I

signal and instrumental noise (thermal and 1/f noise), and we add in
equation (26) the sinusoidal wave to the frequency spectrum of the
generated data. In order to extract the signal of interest, we apply
the PCA to the maps. In Fig. 11, we plot the relative error of the
recovered H I signal as a function of the amplitude A and "ν after
applying PCA with six modes subtracted. The colour bar represents
the amplitude of the relative error between the recovered H I signal
and the true signal. The smoothness of the frequency spectrum, i.e.
the value of "ν, has a significative impact on the efficiency of the
cleaning methods. The relative error increases with a small value of
"ν, which corresponds to a sinusoidal wave with a period shorter
than the frequency channel width. In order not to be affected by
the variation of the bandpass, the value of "ν has to be lower than
100 MHz and the amplitude A has to be below 45 mK. With the
values A < 40 mK and "ν < 100 MHz, we find a relative error
<7.3 per cent after six modes are subtracted with the PCA. In abso-
lute terms, after subtracting six principal modes, we obtain residuals
lower than 0.1 mK, which means that the H I signal can be detected.

Finally, we perform simulations varying the number of frequency
channels used to perform the PCA. In what follows, we consider
the foreground emission with Galactic synchrotron emission and
extragalactic point sources. We consider 20 frequency channels
(15 MHz channel bandwidth) and 200 frequency channels (1.5 MHz
channel width), and we test different values of "ν. We choose the
amplitude of the sinusoidal wave to A = 120 mK. Fig. 12 shows the
relative error between the recovered H I signal and the input signal
as a function of the smoothness of the frequency spectrum "ν after
removing six and seven principal modes. We find that the PCA
method does better with a larger number of channels. The relative
error is <7 per cent for six removed modes when we have 200
frequency channels for all values of "ν between 1 and 400 MHz.
The reason for the improvement when more channels are added
can be understood by the fact that the frequency band is better
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Figure 5. Top panel: brightness temperature of one particular line of sight
as a function of frequency composed of sky emissions and instrumental
noise ( blue solid line), averaged over 20 realizations and the fit based on a
parametric fitting (red dashed line). Bottom panel: the recovered H I signal
from parametric fitting (red dashed line) and from PCA (black dashed line).
We show the input H I (blue solid line) and the thermal noise (green solid
line).

measurements as a function of frequency, for a random line of sight,
with the synchrotron model 3 quantified in Table 1 and a back-
ground of unresolved point sources (S < 100 mJy) as explained
in Section 2.1.2. The result is averaged over 20 realizations of the
instrumental noise (thermal and 1/f noise). The top panel represents
the simulated measurements and the reconstructed foreground emis-
sion with parametric fitting, highlighting the smooth component of
the foreground. The bottom panel represents the recovered cosmo-
logical signal with parametric fitting and PCA after removing seven
modes compared to the input one. It shows that the parametric fit-
ting, while superficially in agreement with the input signal, does
not provide an accurate fit to the signal of interest compared to the
PCA method. We would like to emphasize that we assume only two
degrees of freedom for the parametric fitting; we could have used a
polynomial fitting in log–log space with an arbitrary order. Alonso
et al. (2015) show that PCA and polynomial fitting in log–log space
give similar performances for the same degrees of freedom as long
as the parametric method used for polynomial fitting describes the
foreground with enough accuracy.

3.3.2 Results of PCA applied to sky maps

Fig. 5 shows that PCA induces a small offset in the reconstructed
H I signal: some cosmological signal leaks into the reconstructed
foreground and noise components. However, with this method, the
H I signal is well recovered with a relative error of ∼7 per cent.

Here we will quantify the impact of the foreground residuals
on the reconstructed H I signal after applying the PCA method to

Figure 6. The percentage relative error of the thermal noise as a function of
the number of modes removed. We plot the error for a foreground model with
a background of unresolved point sources and Galactic synchrotron emission
with a constant index β = −2.8 ( red dashed line), with the introduction of
the random spatial distribution of the index β across the sky ( green dashed
line), and with correlated spatial and spectral variations of the index β plus a
background of unresolved point sources (black dashed line). These models
correspond, respectively, to models 1, 2 and 3 explained in Table 1. The
relative error increases significatively above 10 modes due to the leakage
of the cosmological signal into the reconstructed foreground and correlated
noise components.

the simulated sky maps. In order to check the effectiveness of the
foreground removal method, we define the relative error by

|TH I(ν) − T̂H I(ν)|/σn, (23)

where TH I(ν) is the true H I signal at frequency ν, T̂H I(ν) the recov-
ered signal and σ n the standard deviation of the thermal noise. In the
following, the relative error is computed over all pixels and for the
single frequency channel centred at 997.5 MHz. Fig. 6 represents
the relative error as a function of the number of subtracted modes
for a simulation with H I signal, 1/f and thermal noise and different
models of foreground. We apply the PCA technique to each of the
foreground models discussed in Section 2.1.1.

Since the foreground and the 1/f noise spectra do not contain
sharp features, we can expect that they are well described by a small
number of eigenvectors, so the eigenvalues are much larger for the
first few principal components. This implies that a small number of
components contains almost all of the foreground emission and the
1/f noise. Fig. 6 shows a fall-off of the amplitude of the eigenvalues
with an increase in the value of the number of principal components.
This steep drop means that the spectra are dominated by relatively
few components, which are related to the foreground and smooth
instrumental contamination. Furthermore, this figure shows that the
foreground model has an impact on the extraction of the H I signal as
the most complex foreground model (model 3) requires more modes
to be removed in order to subtract the same level of foreground
contamination. With the same noise model, the first foreground
model requires the removal of at least three principal modes, the
second model four modes and the third model seven modes. The
difference between models 2 and 3 is the addition of the curvature of
the synchrotron index as both models contain a spatial distribution
of the synchrotron index: random and correlated for models 2 and
3, respectively. So, including a curvature of the synchrotron index
with frequency leads to a more complicated foreground model, and
so requires us to subtract more modes than a synchrotron model
with only a spatial distribution of the synchrotron index.
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Simulations of 1/ f Noise for IM 3

spurious signals requires a combination of careful modelling and a
well designed observing strategy.

This work will focus on the contamination of SD observations
by 1/ f noise, which is a form of correlated noise that is ubiquitous
to radio receiver systems and manifests as small gain fluctuations.
When binned into a map of the sky 1/ f noise manifests as large-
scale spatial fluctuations that are not trivial to separate from the true
underlying sky signal. Exactly how the the fluctuations manifest in
sky maps depends on the noise properties (for example: the Gaus-
sianity of the noise, the characteristic time scale of the fluctuations
or whether it is stationary) and the details of the observing strategy.
For these reasons 1/ f noise has for a long time has been of interest
to SD observers in both radio (e.g., Seiffert et al. 2002) and sub-
millimetre (e.g., Emerson & Graeve 1988; Traficante et al. 2011).
The removal of 1/ f noise has also become an area of research that
has resulted in several advanced map-making methods (e.g., Natoli
et al. 2001; Sutton et al. 2010).

Before discussing 1/ f noise it should be made clear that it is
a phenomenon separate to the well understood concept of thermal
noise. Thermal noise is caused by the thermal motion of charge
carriers and has an r.m.s. related to the noise temperature of the
receiver through the well known radiometer equation

s = ATsys

r
fsr
dn

, (2)

where A is constant that is dependent on the receiver system of or-
der unity (Wilson et al. 2009), Tsys is the system temperature, fsr is
the sample rate, and dn is the system channel width. Thermal noise
can be accurately modelled as a Gaussian white noise distribution
(Wilson et al. 2009).

There have been several proposed physical explanations for
1/ f noise within electronic circuits stemming from its initial dis-
covery (Johnson 1925; Nyquist 1928). However, even with its
prevalence in a range of physical systems including cognition
(Gilden et al. 1995), biomechanics (Kobayashi & Musha 1982),
geological records (Mandelbrot & Wallis 1969), music (Voss &
Clarke 1978), and others (e.g., Press 1978), a fundamental descrip-
tion of 1/ f noise has yet to be found. Fortunately 1/ f noise can still
be modelled and phenomenologically described by a small number
of statistical properties.

It is common in astronomy to define the PSD of a receiver
contaminated with thermal and 1/ f noise as (e.g., Seiffert et al.
2002; Bigot-Sazy et al. 2015)

PSD( f ) =
T 2

sys

dn


1+

✓
fk
f

◆a�
, (3)

where Tsys is the system temperature of the receiver, dn is the chan-
nel bandwidth, fk is known as the knee frequency, and a is spectral
index of the noise. The unity term inside the brackets of Eqn. 3
describes the thermal noise contribution and the 1/ f noise is de-
scribed by the reciprocal power-law on the right. The reciprocal
power-law, from which 1/ f noise derives its name, is its key prop-
erty and implies that for a > 0 long time-scale fluctuations will
have more power than short time scale fluctuations. It is common
to find named types of 1/ f noise that describe specific spectral
indices, such as pink noise (a = 1), and brown noise (a = 2), or
sometimes generally referred to as red noise for any a > 0. An-
other property of 1/ f noise is that the fluctuations need not be
Gaussian distributed, which could impact how it averages down
over time. However, in this work it is assumed that 1/ f noise does
have Gaussian properties, this should be confirmed through mea-
surements from real receiver systems. A third important property

of 1/ f noise is that Eqn. 3 only defines it for a finite period, as the
1/ f noise term in Eqn. 3 is unbounded and tends to infinity at the
zeroth frequency. This of course cannot be true because it would be
in violation of both Parseval’s theorem and conservation of energy.
One simple solution to this paradox would be to suppose that on
some sufficiently long time-scale the 1/ f PSD flattens. This must
be true, but intriguingly, for semi-conductors at least, no such turn
off has been observed even after months of continuous observation
(Caloyannides 1974; Mandal et al. 2009). For real astronomical ob-
servations this is also not true as no observation is taken over infi-
nite time, and data calibration effectively acts as a high-pass filter
on the lowest frequency 1/ f noise modes.

For many past CMB and other SD experiments each receiver
has a single output that is integrated over a wide bandwidth. There-
fore the 1/ f noise fluctuations in each receiver are entirely inde-
pendent and as such can be sufficiently characterised by the param-
eters fk and a from Eqn. 3. For the spectroscopic receivers used in
IM experiments each receiver will have many outputs. In this in-
stance the 1/ f noise fluctuations in two output channels from one
receiver are likely to be highly correlated. Similarly, the width of
each channel is arbitrary with wider channels having lower thermal
noise levels. However, if the 1/ f noise is highly correlated then it
will not average down with wider channel widths and so will ef-
fectively increase the fk defined in Eqn. 3. For this reason the use
of fk to characterise 1/ f noise properties of a spectroscopic sys-
tem should be used with care, as it depends on both the channel
bandwidth and the correlations of the 1/ f noise in frequency .

At present there is very little known about the frequency cor-
relations of 1/ f noise in spectroscopic receivers. This work will
explore the impact of frequency correlated 1/ f noise on a simu-
lated SKA HI IM survey. Due to lack of knowledge as to what the
true functional form for the PSD of frequency correlated 1/ f noise
may be, a simple power-law model is adopted. Modifying Eqn. 3
to include frequency correlations results in

PSD( f ,w) =
T 2

sys

dn

2
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wDn
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b
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5 , (4)

where w is the inverse spectroscopic frequency wavenumber, Dn is
the total receiver bandwidth, b is used to parametrise the spectral
index of the PSD, and C(b,Nn) is a constant that is discussed in
more detail in Section 3.3. Eqn. 4 describes a 2-dimensional PSD
for which the temporal and spectroscopic 1/ f noise fluctuations
are separable. The spectral index of the frequency correlations is
defined in the limits 0 < b < 1, where b = 0 describes 1/ f noise
fluctuations that are identical in every frequency channel, whereas
b = 1 would describe 1/ f noise that is independent in every chan-
nel. In Section 3.3 the 1/ f noise model and simulations will be
discussed in detail.

Fig. 1 shows a toy example of Eqn. 4, taking slices of the PSD
along the smallest wavenumber mode in time and frequency for an
arbitrary receiver system with a b = 0.25 and a = 1. It is expected
that 1/ f noise will be highly correlated, and as such the b value will
be small. Fig. 1 shows that in this case the spectroscopic 1/ f noise
slope will be very steep, and may only dominate on the very largest
spectroscopic scales making measurements of b challenging. Fig. 1
also defines a knee for the spectroscopic 1/ f noise fluctuations (wk)
that is not defined in Eqn. 4. This knee is intrinsically linked to the
temporal knee frequency fk by

wk = ( fkTobs)
ab

1�b Dn�1, (5)
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Figure 1. The power spectral density of the temporal (top) and spectro-
scopic (bottom) 1/ f noise as described by Eqn. 4. Both plots have the same
thermal noise level (w2

w), and an a = 1 and a b = 0.25 for the temporal
and spectroscopic PSD respectively. The black line is the combined spec-
tral power of the 1/ f noise slope and the thermal noise. Both the thermal
noise and the 1/ f noise have equal spectral power at fk and wk marked by
the red dotted-line in the top and bottom plots respectively.

where Tobs is the total observing time per receiver and Dn is the
total bandwidth of the receiver.

3 PIPELINE AND SIMULATIONS

Mock datasets are a crucial component of any precision cosmology
experiment. For systematics in radiometers that are time dependent,
the only way to study how these contaminants interact with the sig-
nal of interest is through end-to-end simulations. Within this sec-
tion a description of an end-to-end simulation pipeline for SD HI
IM experiments is given. The pipeline simulates the expected to-
tal power outputs from each radiometer within an arbitrary array.
This includes modelling the telescope array and scanning strategy
in subsection 3.1, the expected emission from sky (including the
cosmological HI signal) in subsection 3.2, and the generation of the
1/ f noise signal in subsection 3.3. The pipeline has been designed
to be modular such that in the future it can be expanded to include

Table 1. Input parameters describing the simulated SKA1-MID array
and instrumentation.

Description Parameter Value

Dish Diameter Ddish 15 ma

No. Dishes Ndish 200
Receiver + CMB TCMB +Trx 20 Kb

No. Polarimeters Npol 2
No. Channels Nn 23
Bandwidth Dn 950 < n < 1410 MHz
Channel width dn 20 MHz
Sample Rate fsr 4 Hz
Integration Time Tobs 30 days
Elevation E 55 deg
Slew Speed vt 0.5 < vt < 2.0 deg s�1

a The slightly smaller dish sizes used in the MeerKAT array
(Ddish = 13.5 m) is ignored for simplicity.

b The total system temperature also includes a frequency and
position dependent contribution from the sky, however the
receiver temperature (Trx) and CMB temperature
(TCMB = 2.73 K) are assumed to be constant.

other systematics expected to impact HI IM experiments such as
RFI, standing waves, calibration errors and more. The pipeline is
written in a combination of Python and FORTRAN, and makes use of
MPI functionality though the MPI4Py module (Dalcin et al. 2011).

3.1 Instrument Design

The simulated SKA array described in this Section is based on the
design outlined in the SKA 2016 baseline document SKA Col-
laboration et al. (2016), and several recent SKA HI IM forecast
and modelling papers (Santos et al. 2015; Bull et al. 2015; Alonso
et al. 2015; Villaescusa-Navarro et al. 2017). The simulated survey
will use a subset of the Band 2 frequencies spanning the frequency
range 950 < n < 1410 MHz with Nn = 23 frequency channels, each
with a channel width of dn = 20 MHz. The choice of channel width
was motivated to optimise between the effectiveness of the compo-
nent separation, which performs better with more channels (Oli-
vari et al. 2016), and computational efficiency. The corresponding
upper redshift limit will be z ⇡ 0.5. The choice of Band 2 over
Band 1 is based on the limited resolution of the SKA1-MID dishes
at redshifts greater than z > 0.5 resulting in an insensitivity to the
BAO signal as discussed in Section 2. The number of dishes used is
Ndish = 200, which is several more than the current baseline SKA
description, but parametrisation of the results presented later will
allow this number to be scaled to that of the resulting final array.
The precise telescope positions do not have a significant impact
on the final results. Table 1 provides a description of all the other
parameters.

The beam of each telescope is assumed to be Gaussian and the
full-width half-maximum (FWHM) of the beam scales with wave-
length (l) as

qFWHM = 1.1
l

Ddish
. (6)

The scaling factor of 1.1 comes from measurements of the SKA-
MID primary beam models (Robert Lehmensiek, priv. comm.). For
these simulations it is assumed that all observations are taken at
the same resolution equal to the resolution at 950 MHz, which cor-
responds to qFWHM = 1.33 deg. This approximation was made to
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Figure 1. The power spectral density of the temporal (top) and spectro-
scopic (bottom) 1/ f noise as described by Eqn. 4. Both plots have the same
thermal noise level (w2

w), and an a = 1 and a b = 0.25 for the temporal
and spectroscopic PSD respectively. The black line is the combined spec-
tral power of the 1/ f noise slope and the thermal noise. Both the thermal
noise and the 1/ f noise have equal spectral power at fk and wk marked by
the red dotted-line in the top and bottom plots respectively.

where Tobs is the total observing time per receiver and Dn is the
total bandwidth of the receiver.

3 PIPELINE AND SIMULATIONS

Mock datasets are a crucial component of any precision cosmology
experiment. For systematics in radiometers that are time dependent,
the only way to study how these contaminants interact with the sig-
nal of interest is through end-to-end simulations. Within this sec-
tion a description of an end-to-end simulation pipeline for SD HI
IM experiments is given. The pipeline simulates the expected to-
tal power outputs from each radiometer within an arbitrary array.
This includes modelling the telescope array and scanning strategy
in subsection 3.1, the expected emission from sky (including the
cosmological HI signal) in subsection 3.2, and the generation of the
1/ f noise signal in subsection 3.3. The pipeline has been designed
to be modular such that in the future it can be expanded to include

Table 1. Input parameters describing the simulated SKA1-MID array
and instrumentation.

Description Parameter Value

Dish Diameter Ddish 15 ma

No. Dishes Ndish 200
Receiver + CMB TCMB +Trx 20 Kb

No. Polarimeters Npol 2
No. Channels Nn 23
Bandwidth Dn 950 < n < 1410 MHz
Channel width dn 20 MHz
Sample Rate fsr 4 Hz
Integration Time Tobs 30 days
Elevation E 55 deg
Slew Speed vt 0.5 < vt < 2.0 deg s�1

a The slightly smaller dish sizes used in the MeerKAT array
(Ddish = 13.5 m) is ignored for simplicity.

b The total system temperature also includes a frequency and
position dependent contribution from the sky, however the
receiver temperature (Trx) and CMB temperature
(TCMB = 2.73 K) are assumed to be constant.

other systematics expected to impact HI IM experiments such as
RFI, standing waves, calibration errors and more. The pipeline is
written in a combination of Python and FORTRAN, and makes use of
MPI functionality though the MPI4Py module (Dalcin et al. 2011).

3.1 Instrument Design

The simulated SKA array described in this Section is based on the
design outlined in the SKA 2016 baseline document SKA Col-
laboration et al. (2016), and several recent SKA HI IM forecast
and modelling papers (Santos et al. 2015; Bull et al. 2015; Alonso
et al. 2015; Villaescusa-Navarro et al. 2017). The simulated survey
will use a subset of the Band 2 frequencies spanning the frequency
range 950 < n < 1410 MHz with Nn = 23 frequency channels, each
with a channel width of dn = 20 MHz. The choice of channel width
was motivated to optimise between the effectiveness of the compo-
nent separation, which performs better with more channels (Oli-
vari et al. 2016), and computational efficiency. The corresponding
upper redshift limit will be z ⇡ 0.5. The choice of Band 2 over
Band 1 is based on the limited resolution of the SKA1-MID dishes
at redshifts greater than z > 0.5 resulting in an insensitivity to the
BAO signal as discussed in Section 2. The number of dishes used is
Ndish = 200, which is several more than the current baseline SKA
description, but parametrisation of the results presented later will
allow this number to be scaled to that of the resulting final array.
The precise telescope positions do not have a significant impact
on the final results. Table 1 provides a description of all the other
parameters.

The beam of each telescope is assumed to be Gaussian and the
full-width half-maximum (FWHM) of the beam scales with wave-
length (l) as

qFWHM = 1.1
l

Ddish
. (6)

The scaling factor of 1.1 comes from measurements of the SKA-
MID primary beam models (Robert Lehmensiek, priv. comm.). For
these simulations it is assumed that all observations are taken at
the same resolution equal to the resolution at 950 MHz, which cor-
responds to qFWHM = 1.33 deg. This approximation was made to
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Figure 1. The power spectral density of the temporal (top) and spectro-
scopic (bottom) 1/ f noise as described by Eqn. 4. Both plots have the same
thermal noise level (w2

w), and an a = 1 and a b = 0.25 for the temporal
and spectroscopic PSD respectively. The black line is the combined spec-
tral power of the 1/ f noise slope and the thermal noise. Both the thermal
noise and the 1/ f noise have equal spectral power at fk and wk marked by
the red dotted-line in the top and bottom plots respectively.

where Tobs is the total observing time per receiver and Dn is the
total bandwidth of the receiver.

3 PIPELINE AND SIMULATIONS

Mock datasets are a crucial component of any precision cosmology
experiment. For systematics in radiometers that are time dependent,
the only way to study how these contaminants interact with the sig-
nal of interest is through end-to-end simulations. Within this sec-
tion a description of an end-to-end simulation pipeline for SD HI
IM experiments is given. The pipeline simulates the expected to-
tal power outputs from each radiometer within an arbitrary array.
This includes modelling the telescope array and scanning strategy
in subsection 3.1, the expected emission from sky (including the
cosmological HI signal) in subsection 3.2, and the generation of the
1/ f noise signal in subsection 3.3. The pipeline has been designed
to be modular such that in the future it can be expanded to include

Table 1. Input parameters describing the simulated SKA1-MID array
and instrumentation.

Description Parameter Value

Dish Diameter Ddish 15 ma

No. Dishes Ndish 200
Receiver + CMB TCMB +Trx 20 Kb

No. Polarimeters Npol 2
No. Channels Nn 23
Bandwidth Dn 950 < n < 1410 MHz
Channel width dn 20 MHz
Sample Rate fsr 4 Hz
Integration Time Tobs 30 days
Elevation E 55 deg
Slew Speed vt 0.5 < vt < 2.0 deg s�1

a The slightly smaller dish sizes used in the MeerKAT array
(Ddish = 13.5 m) is ignored for simplicity.

b The total system temperature also includes a frequency and
position dependent contribution from the sky, however the
receiver temperature (Trx) and CMB temperature
(TCMB = 2.73 K) are assumed to be constant.

other systematics expected to impact HI IM experiments such as
RFI, standing waves, calibration errors and more. The pipeline is
written in a combination of Python and FORTRAN, and makes use of
MPI functionality though the MPI4Py module (Dalcin et al. 2011).

3.1 Instrument Design

The simulated SKA array described in this Section is based on the
design outlined in the SKA 2016 baseline document SKA Col-
laboration et al. (2016), and several recent SKA HI IM forecast
and modelling papers (Santos et al. 2015; Bull et al. 2015; Alonso
et al. 2015; Villaescusa-Navarro et al. 2017). The simulated survey
will use a subset of the Band 2 frequencies spanning the frequency
range 950 < n < 1410 MHz with Nn = 23 frequency channels, each
with a channel width of dn = 20 MHz. The choice of channel width
was motivated to optimise between the effectiveness of the compo-
nent separation, which performs better with more channels (Oli-
vari et al. 2016), and computational efficiency. The corresponding
upper redshift limit will be z ⇡ 0.5. The choice of Band 2 over
Band 1 is based on the limited resolution of the SKA1-MID dishes
at redshifts greater than z > 0.5 resulting in an insensitivity to the
BAO signal as discussed in Section 2. The number of dishes used is
Ndish = 200, which is several more than the current baseline SKA
description, but parametrisation of the results presented later will
allow this number to be scaled to that of the resulting final array.
The precise telescope positions do not have a significant impact
on the final results. Table 1 provides a description of all the other
parameters.

The beam of each telescope is assumed to be Gaussian and the
full-width half-maximum (FWHM) of the beam scales with wave-
length (l) as

qFWHM = 1.1
l

Ddish
. (6)

The scaling factor of 1.1 comes from measurements of the SKA-
MID primary beam models (Robert Lehmensiek, priv. comm.). For
these simulations it is assumed that all observations are taken at
the same resolution equal to the resolution at 950 MHz, which cor-
responds to qFWHM = 1.33 deg. This approximation was made to

MNRAS 000, 1–22 (2015)



Simulations of 1/ f Noise for IM 9

(a) b = 0.25, a = 1, fk = 1 Hz (b) b = 0.5, a = 1, fk = 1 Hz

(c) b = 0.75, a = 1, fk = 1 Hz (d) b = 1.0, a = 1, fk = 1 Hz

Figure 3. Time-frequency plots of 1/ f noise generated using the simulation pipeline. Fig. 3a is example of highly correlated 1/ f noise (b = 0.25), while
Fig. 3b (b = 0.5) and Fig. 3c (b = 0.75) are increasingly uncorrelated in frequency, and finally Fig. 3d (b = 1) is an example of completely uncorrelated 1/f
noise where each channel has a unique noise realisation. The images represent waterfall plots, with time along the x-axis and frequency along the y-axis. The
parallel and vertical plots associated with each image are slices along either a single channel or time interval respectively. These figures do not include any
white noise contribution.

where the average now is over many HI sky realisations and B` is a
beam window function.

The spherical harmonic transform and power spectrum esti-
mation of the simulated maps were performed using the publicly
available PolSpice software (Chon et al. 2004). As only a partial
fraction of the sky was observed, neighbouring C` components will
be correlated. The correlations can be damped by binning compo-
nents in ` with an approximate analytical bin width of (Hauser &
Peebles 1973)

D`⇡ p
Dq0

, (26)

where Dq0 is the span of the polar angle over the observed sky
area. For these simulations a binning width of D` = 5 was cho-
sen. To further reduce the impact of the masked sky the correlation
functions were apodized by 110 deg, with a maximum angular size
set to 110 deg. These values were determined empirically by find-
ing the values that minimized high-` ringing while not biasing the
recovered angular power spectrum at small-`.

Before power spectrum estimation each map is smoothed to a
common FWHM resolution of 1.3 deg (corresponding to the reso-
lution in the 950 MHz channel). As smoothing is performed after
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Figure 2. Cartesian projections in celestial coordinates of the simulated SKA HI IM survey strip for (from top to bottom): Galactic synchrotron emission (K),
Galactic free-free emission (K), the cosmic HI intensity field (mK), the combined sky emission (K), and the integration time distribution per pixel (seconds)
for the adopted scanning strategy. All images use a HEALPix grid with Nside = 512 and centred at Right Ascension a = 0 and Declination d =�28.5 deg. All
colour scales are linear with high brightness regions saturated to highlight the low brightness emission. Due to the projection of spherical data onto a Cartesian
plane low declination region will look stretched in the Right Ascension direction.

MNRAS 000, 1–22 (2015)



Simulations of 1/ f Noise for IM 11

in frequency and harmonic space). Then Subsections 4.3, 4.4, and
4.5 will describe the impact of 1/ f noise on the recovery of the
HI angular power spectrum in terms of first the increased statistical
uncertainty, second through a bias term, and finally the combined
impact of these two terms respectively.

4.1 Parameter Space

The discussions of 1/ f noise in Section 3.3 imply that there are
four key parameters that must be considered: the spectral index of
the temporal 1/ f fluctuations (a), the proxy for the spectral index
of the 1/ f frequency fluctuations (b), the telescope scanning speed
(vt), and the 1/ f knee frequency ( fk) at 20 MHz channel width. The
full range of parameters explored by these simulations are listed
in Table 2. For each input parameter there are 100 Monte-Carlo
realisations.

For most of the discussions in this Section a baseline reference
simulation will be used with fixed parameters of a = 1 and vt =
1deg s�1.

4.2 Simulated 1/f Power Spectra

To begin this Section will examine the properties of the simulated
1/ f noise outputs. Fig. 5 shows a comparison between the angular
power spectra of the foregrounds, input HI and 1/ f noise for dif-
ferent knee frequencies with a slew speed of 1 deg s�1 and b = 1.
For knee frequencies less than 10 mHz the thermal noise power is
greater than the 1/ f noise power at all temporal scales for a chan-
nel width of 20 MHz. When the knee frequency approaches 1 Hz
then the amplitude of the 1/ f noise at low-` is comparable to the
amplitude of the underlying HI signal. It is critical to be aware of
the knee frequency at which the 1/ f noise exceeds the HI signal
because it will be shown in the results later in this Section that the
impact of 1/ f noise on the recovered HI angular power spectrum
is most significant when the 1/ f noise power is comparable to or
exceeds the HI angular power.

Fig. 6 shows the same information as Fig. 5 but in 2D for just
1 Hz knee frequency 1/ f noise assuming the baseline model. As
the 1/ f noise is coupled to the foreground brightness, the 1/ f noise
angular power spectrum amplitude is slightly larger at low frequen-
cies. Conversely, the amplitude of the HI variations decrease at low
frequency. This results in the 1/ f noise having significantly more
impact on high redshift observations than low redshift observations.
The impact of this on the low redshift simulations discussed here is
small, but it could potentially become problematic for high redshift
EoR HI IM surveys. Similarly, the 1/ f noise impacts large-scales
more than small-scales, leading to a decreased SNR at `< 20.

Another informative way to view the 1/ f noise is through the
reprojection of the spherical harmonic coefficients into a 2D im-
age. Fig. 7 shows the standard deviation of the a`m’s for 100 dif-
ferent 1/ f noise and input HI realisations. The mapping between
the x� y Cartesian grid and the `�m plane is x = `�m and y = `
where it has been assumed that there is a diagonal symmetry such
that m = �m. The images in Fig. 7 reveal that the combination of
the correlated 1/ f noise with the observing strategy preferentially
gives more power to some a`m’s over others and has a structure dis-
tinct from the underlying HI signal. The difference in the noise and
the HI imply that there is a possibility of performing component
separation in the harmonic space of the data, which may be com-
plementary to performing component separation in image space.
Though not explored further by this work, such differences in the

Figure 5. Angular power spectra of the foregrounds signal (blue), HI (or-
ange), thermal noise (red) and 1/ f noise with different knee frequencies
(black lines). These power spectra are for 20 MHz wide channels in the
centre of SKA band 2 at 1190 MHz.

Figure 6. Distribution of 1/ f noise angular power spectra with frequency
and ` for the baseline model with fk = 1 Hz. The colour scale shows the
1/ f noise angular power, which is largely constant with frequency and a
power law in `. The contours show the equivalent input HI angular power
spectrum. Both colour scale and contours are in units of µK2.

harmonic structure does lead to the possibility of novel power spec-
trum analysis methods such as m-mode analysis (Shaw et al. 2014,
2015; Berger et al. 2017).

In the above cases, and for the rest of the results presented in
this paper, the simulation survey is taken to last 30 days. However,
it would be interesting to know whether the results presented here
can be simply scaled to different total observing times, number of
telescopes or survey sky area. To determine this, SKA simulations
for periods of 2 to 512 days were generated that include only 1/ f
noise with a= 1 and a= 2. As may be expected, as the 1/ f noise is
simulated with Gaussian random variates and stationary values of
a and fk, the r.m.s. of the maps decrease as 1/

p
Tobs. Exploration

of how the r.m.s. of non-Gaussian and non-stationary 1/ f noise is
left to future work.

4.3 Power Spectra Uncertainty

The first question to ask of the 1/ f noise in an SKA HI IM survey
is how much additional statistical uncertainty does it contribute to
the recovered angular power spectrum. One method of determining
this is to measure the SNR of the input signal with the combined
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Fig. 6 shows the same information as Fig. 5 but in 2D for just
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the 1/ f noise is coupled to the foreground brightness, the 1/ f noise
angular power spectrum amplitude is slightly larger at low frequen-
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frequency. This results in the 1/ f noise having significantly more
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harmonic structure does lead to the possibility of novel power spec-
trum analysis methods such as m-mode analysis (Shaw et al. 2014,
2015; Berger et al. 2017).

In the above cases, and for the rest of the results presented in
this paper, the simulation survey is taken to last 30 days. However,
it would be interesting to know whether the results presented here
can be simply scaled to different total observing times, number of
telescopes or survey sky area. To determine this, SKA simulations
for periods of 2 to 512 days were generated that include only 1/ f
noise with a= 1 and a= 2. As may be expected, as the 1/ f noise is
simulated with Gaussian random variates and stationary values of
a and fk, the r.m.s. of the maps decrease as 1/
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of how the r.m.s. of non-Gaussian and non-stationary 1/ f noise is
left to future work.

4.3 Power Spectra Uncertainty

The first question to ask of the 1/ f noise in an SKA HI IM survey
is how much additional statistical uncertainty does it contribute to
the recovered angular power spectrum. One method of determining
this is to measure the SNR of the input signal with the combined
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Figure 8. The expected signal-to-noise ratio when considering only statistical fluctuations in the angular power spectrum due to cosmic, 1/ f , and white noise
variances as described by Eqn. 32. All plots are using the baseline simulation of a = 1, vt = 1 deg s�1. The statistical fluctuations in these plots are around
10 per cent as expected for 100 Monte-Carlo realisations.

more important than choice of scan speed. However, the figure also
shows how scan speed is coupled with the spectral index of the
1/ f noise as the scan speed is seen to have greater impact for steep
spectrum 1/ f noise. This coupling between the scan speed and the
spectral index is complex but will be strongly dependent on the
choice of observing strategy.

As well as the SNR it is also interesting to know how the ratio
of the white noise to the 1/ f noise is distributed in ` and frequency.
The ratio of the 1/ f noise to the thermal noise was defined as

r =
DF̀
DN`

, (35)

where DF̀ is the total uncertainty measured from the simulations,
and DN` is the expected uncertainty due to the thermal noise
(Eqn. 30). Fig. 11 shows how the ratio r varies with ` and frequency
for different knee frequencies and b values for the baseline model.
The figure shows how 1/ f noise can contribute additional uncer-
tainty on all scales, which is dependent only on the ratio of the HI
and 1/ f noise angular power spectra. At fk = 1 Hz, the residual
1/ f noise power exceeds the recovered HI power at all scales and
hence there is also additional uncertainty at all scales. The ripples
that can be seen in the b = 0.25 column are residual foregrounds
from the component separation step.
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Figure 11. The variation in ratio between the uncertainty in the angular power spectrum from 1/ f noise over white noise calculated using Eqn. 35 a function
of ` and z. All plots are using the baseline simulation of a = 1, vt = 1 deg s�1. The statistical fluctuations in these plots are at the 10 per cent level expected for
100 Monte-Carlo realisations.

within the SKA array, but this will come at a cost of increasing the
power spectrum uncertainty by at least a factor of 4.

4.5 Combined Uncertainties

An estimate of the overall uncertainty in the recovered HI Ĉ` is

DC` =

s
2

(2`+1)D`
C`+DF̀ + he`iC`, (37)

where DF̀ is the total uncertainty as measured in the simulations
discussed in Section 3.6, and he`i is the mean bias in the recovered

power spectra as discussed in Section 4.4. The first term in Eqn. 37
is the cosmic variance term, which has been added to account for
the lack of cosmic variance in DF̀ . The bias (e`) is not a true un-
certainty however it is added here to give a tentative value to the
impact 1/ f noise bias may have on a real observation.

When the bias is added into the uncertainty Fig. 13 shows how
the SNR changes. The figure shows that there is a dramatic decrease
in the SNR for uncorrelated 1/ f noise with b � 0.5. However, even
at 10 Hz when b = 0.25 some bins do exhibit a > 3s detection on
the HI angular power spectrum, which likely could be improved
using a more advanced component separation method.

The six plots in Fig. 14 shows the total SNR ratio for the entire
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Figure 8. The expected signal-to-noise ratio when considering only statistical fluctuations in the angular power spectrum due to cosmic, 1/ f , and white noise
variances as described by Eqn. 32. All plots are using the baseline simulation of a = 1, vt = 1 deg s�1. The statistical fluctuations in these plots are around
10 per cent as expected for 100 Monte-Carlo realisations.

more important than choice of scan speed. However, the figure also
shows how scan speed is coupled with the spectral index of the
1/ f noise as the scan speed is seen to have greater impact for steep
spectrum 1/ f noise. This coupling between the scan speed and the
spectral index is complex but will be strongly dependent on the
choice of observing strategy.

As well as the SNR it is also interesting to know how the ratio
of the white noise to the 1/ f noise is distributed in ` and frequency.
The ratio of the 1/ f noise to the thermal noise was defined as

r =
DF̀
DN`

, (35)

where DF̀ is the total uncertainty measured from the simulations,
and DN` is the expected uncertainty due to the thermal noise
(Eqn. 30). Fig. 11 shows how the ratio r varies with ` and frequency
for different knee frequencies and b values for the baseline model.
The figure shows how 1/ f noise can contribute additional uncer-
tainty on all scales, which is dependent only on the ratio of the HI
and 1/ f noise angular power spectra. At fk = 1 Hz, the residual
1/ f noise power exceeds the recovered HI power at all scales and
hence there is also additional uncertainty at all scales. The ripples
that can be seen in the b = 0.25 column are residual foregrounds
from the component separation step.

MNRAS 000, 1–22 (2015)



14 S. Harper et al.

Figure 9. The expected total signal-to-noise ratio when considering only statistical fluctuations in the angular power spectrum due to cosmic, 1/ f , and white
noise variances as defined by Eqn. 32 and Eqn. 34. The top row is for a = 1, and from left to right increasing slew speeds of vt = 0.5, vt = 1 and vt = 2 deg s�1.
The bottom row is same again but with 1/ f noise with a = 2. The contours show the importance of 1/ f noise correlations are when considering the statistical
impact of 1/ f noise on signal-to-noise.

Figure 10. Uncertainty in angular power spectrum averaged over all sim-
ulated frequencies for 1/ f noise with telescope slew speeds of 0.5, 1 and
2 deg s�1 and spectral indices of a = 1 and 2. All curves are for a knee fre-
quency of 1 Hz and the black-dashed line shows the expected white noise
level. There are two principal divisions of the results shown in this figure.
The first division is between the solid and dot-dashed lines representing
1/ f noise with a = 1 and a = 2 respectively. The difference in uncertainty
within these two divisions is due to the three different scan speeds used,
with 2 deg s�1 having the lowest uncertainty in both groups. The key point
to take is that the spectral index of the 1/ f noise is more important than
telescope scan speed.

4.4 Power Spectra Bias

As well as the noise uncertainty it is also important to quantify
the magnitude of the systematics that are introduced by the 1/ f
noise. There are two methods for characterising the bias (not to
be confused with cosmological bias), the first is the residual of the
angular power spectrum between the input and recovered HI signals

defined as

e` =
⌦
Ĉ`

↵
�
⌦
Ĉ`( fk = 0Hz)

↵

C`
, (36)

where
⌦
Ĉ`

↵
is average over the recovered HI realisations, and⌦

Ĉ`( fk = 0Hz)
↵

is the average recovered HI power spectrum as-
suming white noise only. Here realisations of the white noise are
used, instead of the analytically derived white noise level, to ac-
count for any bias originating from the component separation step.

In Fig. 12 e` is presented as a function of frequency and ` for
the baseline model and a range of fk and b values. The interpre-
tation of the bias in the power spectra is that anything greater than
unity implies that the HI power spectrum is dominated by the resid-
ual 1/ f noise. The bias is only seen to be significant when the 1/ f
noise power exceeds the HI angular power (i.e. when fk � 1 Hz),
however some small scale contributions to the noise can be seen
when fk = 0.1 Hz. Encouragingly, when the 1/ f noise is highly
correlated (b = 0.25), the bias is close to zero until the 1/ f noise
greatly exceeds the HI noise power (e.g., fk > 10 Hz). Also note
that, similarly to Fig. 11, the ripples that can be seen in the b= 0.25
column are due to poor foreground subtraction. In this case how-
ever these ripples are more interesting as, from Eqn. 36, any intrin-
sic bias due to residual Galactic foregrounds after the component
separation step should be subtracted. Therefore these ripples must
be due to residual 1/ f noise.

One possible question to ask is whether it would be possi-
ble to model this 1/ f noise bias and remove it. For these simula-
tions that would be trivial as the input 1/ f noise is known, however
in real data that may exhibit 1/ f noise that is non-Gaussian, non-
stationary and coupled with other systematics, accurate modelling
may prove challenging. However, should the bias in the real data
prove to be a significant difficulty one alternative possibility is to
produce cross-correlation HI power spectra from subsets of dishes
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Figure 15. Increase in observing time due to 1/ f noise calculated using
the empirical 1/ f noise model of Eqn. 39 assuming b = 1 (solid lines) and
b = 0.5 (dashed lines). The T0 observing time assumes the same input pa-
rameters as the main simulations to calculate the white noise level.

sideration of the 1/ f noise spectral index (and b) should be factored
in when designing the instrumentation for a HI IM experiment.
However, this may be challenging for multi-purpose instruments
such as the SKA as competing factors may take precedence.

5.2 Impact of Specific Data Analysis Methods and
Systematics

An interesting question to ask is could the impact of the 1/ f noise
presented in this work be reduced in a real HI IM survey? The an-
swer is almost certainly yes, the most obvious improvement would
be to use a more sophisticated component separation technique in
place of PCA. For example the GNILC (Olivari et al. 2016) method
can perform spatially localised component separation for individ-
ual needlet scales, which could suppress the large-scale 1/ f noise
bias discussed in Section 4.

Another improvement would be to use a more advanced map-
making method, such as Destriping (e.g., Sutton et al. 2010) or op-
timal map-making (e.g., Natoli et al. 2001). However, such map-
making methods at present are not optimised for HI IM data as
they do not consider the spectral covariance of the noise or the sky
signal. Without modifying existing map-making codes to consider
spectral correlations there is the possibility that the map-making
procedure itself could induce spectral variations in to the 1/ f noise
spectrum that is effectively similar to increasing b.

Further improvements could also be achieved by using a more
carefully considered observing strategy. For example, this analy-
sis does not utilise of any of instrument specific advantages of
the SKA. The observing strategy presented in this work assumes
that all telescopes are all continuously slewing at the same con-
stant elevation of 55 deg. However, each dish or subsets of dishes
could be given individual scanning strategies that are designed to
maximise cross-linking of scanning tracks, or equalise integration
times across the sky. Similarly, no attempt is made to use cross-
correlation information between dishes or take advantage of any
potential interferometric observations that are taken in parallel.

1/ f noise can also be suppressed during the calibration pro-
cess. This can be achieved by injecting a signal from a calibration
diode into the receiver timestream at regular intervals. The use of a
diode for calibration purposes can present its own challenges. For
example, accurate calibration using a diode requires that over the

interval between two diode injections the stability of the diode must
be significantly better than the receiver system being calibrated.
However, to calibrate the 1/ f noise on shorter time scales would
require a brighter diode signal, which can rapidly become imprac-
tical. As an example, a simple estimate of the required calibration
diode stability implies that calibrating an SKA receiver with a chan-
nel width of 50 MHz on relatively long time scales of 100 seconds
will require the diode stabilities of DTcal

Tcal
⇡ 10�4 and a diode bright-

ness as 25 K. Roychowdhury (prep) intends to explore this problem
in greater detail.

Unfortunately, for the real observations suppression of 1/ f
noise will be far more challenging due to the presence of other sys-
tematics in the data. Some of these systematics will be intrinsic to
the 1/ f noise such as different functional forms for the PSD of the
frequency correlations, the non-Gaussianity in the distribution of
the 1/ f noise amplitudes, and non-stationary properties for a or
fk. Other systematics will be intrinsic to the instrument or the ob-
servations such as the combined interaction of thousands of stand-
ing waves unique to each line-of-sight and each telescope, which in
large numbers may exhibit 1/ f noise-like properties in frequency
and time. Also, how the data is processed, calibrated and binned
into maps from which HI power spectra are extracted are all im-
portant, as each step can unintentionally introduce additional fre-
quency structure into the 1/ f noise spectrum. In the context of this
work, such effects could be seen as increase the effective b value of
the 1/ f noise, and as such will make it more challenging for com-
ponent separation methods to recover the underlying HI intensity
field.

A final point to consider is the impact of the 1/ f noise and
other systematics on the recovery of the frequency space correla-
tions in the HI signal. Though not the focus of this paper, it should
be pointed out that such correlations in the HI intensity field, such
as redshift space distortions, will be lost when using the data pro-
cessing method outlined in this work. Therefore it may be neces-
sary to have separate analysis pipelines, or perhaps different obser-
vations altogether, for spatial and radial science objectives.

5.3 Intuitions for 1/ f Noise in HI IM Surveys

As the results and discussions in this work have shown, there is no
simple way of determining the exact impact of 1/ f noise on any
given future HI IM survey. However, several important guidelines
can be inferred. First, and most importantly, if 1/ f noise is com-
pletely correlated across the bandpass and is not interacting with
any other systematics then it can be perfectly subtracted from the
data. This ideal scenario is not likely to be the case in real data, but
the existence of this limit is encouraging as it sets an ultimate goal
in terms of receiver frequency stability. Therefore in the instance
that 1/ f noise is not fully correlated across the band the following
guidelines should be considered:

(i) First, and most importantly, attempts to measure the a and
b of SD HI IM receivers should be made in order to inform the
planning of any future survey.

(ii) The frequency correlations as described by b (or any other
functional form) are critical to determine. Instruments with highly
uncorrelated 1/ f noise in frequency will find HI IM significantly
challenging.

(iii) Care should taken to preserve the statistical properties of
the 1/ f noise frequency spectrum to avoid inadvertently increasing
the effective b of the 1/ f noise.

(iv) The spatial power of 1/ f noise integrates down as 1/
p

Tobs
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Figure 14. The sum in quadrature over all the signal-to-noise in each plot of Fig. 13, using Eqn. 34. These figures are similar to those shown in Fig. 9 but
include the mean residual power as an uncertainty contribution. The top row is for a = 1, and from left to right increasing slew speeds of vt = 0.5, vt = 1 and
vt = 2 deg s�1. The bottom row is same again but with 1/ f noise with a = 2.

power spectrum, but the slope of the 1/ f noise angular power spec-
tra shown in Fig. 5 is dependent on a combination of the 1/ f noise
a and the choice of observing strategy. The impact of the scan
speed on the amplitude of the 1/ f noise power spectrum is shown
in Fig. 10 to be also dependent on the 1/ f noise a. The best fit
model that describes the relationship between a, vt and the slope
of the 1/ f noise angular power spectra for the range of parameters
explored in this work was determined to be

log10
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µK2

◆
= log10

✓
A

µK2

◆
+a [a�1]

+b
p

a log10

✓
vt

degs�1

◆
�
p

ca log10(`),

(39)

where A is the parameter described by Eqn. 38, a is the 1/ f spectral
index, vt is the telescope speed in deg s�1, and a, b and c are fitted
constants. The best fit values for the three parameters are: a = 1.5,
b = �1.5, c = 0.5. This model is accurate to the 10 per cent level
over the parameter space explored in this work for spherical har-
monics of `< 100. The

p
a dependence on the slope of the angular

power spectrum is due to geometric considerations of the TOD as
it is projected on the sphere.

There are several limitations of this empirical 1/ f noise
model. The principle limitation of the Eqn. 39 model is determining
how to account for the 1/ f noise frequency correlations described
by b. How b impacts the amplitude of the 1/ f noise power in the
recovered HI angular power spectrum will depend on many aspects
of the observations such as the observing strategy, how the noise
averages, the choice of component separation, 1/ f noise filtering
on long time-scales and more. Further, b will also have an impact
on the residual 1/ f noise angular power spectrum bias that will add
additional systematic uncertainty not accounted for here. Consider-
ing these provisos it is possible to determine the fractional decrease
in F̀ predicted by these particular simulations by measuring the
mean fractional change in the angular power spectrum bias with b.
Through inspection of the data the following two parameter model

was determined to be a reasonable fit to the fractional change in
bias

F̀ (b)
F̀ (b = 1)

= asin(2pb)+b (40)

where the fitted parameter a = �0.16 for 0 < b < 1. Again, to re-
iterate, care should be taken when using this model in combination
with Eqn. 39 to extrapolate the impact of b on to different HI IM
experimental designs.

The forms of Eqn. 39 and Eqn. 40 are not physically mo-
tivated, are limited largely to the description of the observations
simulated within this work, and give limited insight into the corre-
lations between spectral index and slew speed. Still, one particular
use of Eqn. 39 and Eqn. 40 could be to improve forecasts of fu-
ture SKA HI IM surveys by adding predictions for the 1/ f noise
power spectrum into Fisher matrix analyses such as those presented
in Bull et al. (2015) and Pourtsidou (2016).

One practical example of using the Eqn. 39 is to predict how
much additional observing time may be required for a range of re-
ceiver 1/ f noise parameters. For simplicity only the worst case of
b = 1 is considered. As SNR is proportional to the total observing
time, then the following relationship is true

Tobs = T0
SNRw
SNR

, (41)

where T0 is the observing time to achieve the signal-to-noise ratio
of SNRw given just white noise, Tobs is the observing time required
to achieve SNRw given that SNR was achieved in time T0 due to ad-
ditional 1/ f noise. Fig. 15 shows difference in observing times cal-
culated for 1/ f noise with 1mHz < fk < 10 Hz and 0.5 < a < 2.5.
This analysis assumed the full bandwidth (Dn = 450MHz) of the
instrument, the signal to be at the weighted mean redshift of z̄= 0.2,
and includes a sample variance contribution. The plot shows how
important the spectral index of the 1/ f noise is, as it can easily in-
crease the effective statistical uncertainty in the HI angular power
spectrum by an order-of-magnitude between a= 1 and a= 2. Con-
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ABSTRACT

Using the halo model, we investigate the cosmological Fisher information in the non-
linear dark-matter power spectrum about the initial amplitude of linear power. We
find that there is little information on ‘translinear’ scales (where the one- and two-halo
terms are both significant) beyond what is on linear scales, but that additional infor-
mation is present on small scales, where the one-halo term dominates. This behavior
agrees with the surprising results that Rimes & Hamilton (2005, 2006) found using
N -body simulations. We argue that the translinear plateau in cumulative information
arises largely from fluctuations in the numbers of large haloes in a finite volume. This
implies that more information could be extracted on non-linear scales if the masses of
the largest haloes in a survey are known.

Key words: cosmology: theory – large-scale structure of Universe – dark matter

1 INTRODUCTION

Valuable cosmological information is encoded in the
large-scale structure of the Universe. Rimes & Hamil-
ton (2005; 2006, RH) have studied how much cosmolog-
ical Fisher information is in the non-linear dark-matter
power spectrum. As a start, they considered the informa-
tion about the initial amplitude A of linear power. RH
measured this information from the covariance matrix of
power spectra from N-body simulations. Meiksin & White
(1999), Scoccimarro, Zaldarriaga & Hui (1999, SZH) and
Cooray & Hu (2001, CH) have also explored this covari-
ance matrix, without explicitly using the information con-
cept. RH found that, as expected, information is preserved
on large, linear scales, but the behavior is surprising on
smaller scales. On translinear scales (k ∼ 0.2−0.8 h−1 Mpc),
the information is mostly degenerate with that in the lin-
ear regime, but there is significant extra information on
smaller scales. This does not mean that surveys reaching
only translinear scales are useless, but that translinear scales
contribute little extra information about A in a survey ex-
tending into the linear regime. Such clearly demarcated be-
havior in different regimes is suggestive of the halo model,
in which the power spectrum consists of a term on linear
scales and a term from virialized haloes.

2 METHOD

The Fisher information about a parameter α given a set of
data is defined (e.g. Tegmark, Taylor & Heavens 1997) as

Iα ≡ −
〈

∂2 lnL(α|data)

∂α2

〉

, (1)

where L is the likelihood function of α from the data.
We discuss the information in the (hereafter, implicitly

non-linear dark-matter) power spectrum P (k) about the log-
arithm of the initial amplitude A of the linear power spec-
trum P lin(k). In this paper, the word ‘information’ is im-
plicitly about A, although this framework also allows other
parameters to be investigated. The information in measure-
ments P (ki) and P (kj) of the power spectrum is (RH)

IA = −
〈

∂ ln P (ki)

∂ ln A
∂2 lnL

∂ ln P (ki) ∂ lnP (kj)

∂ ln P (kj)

∂ ln A

〉

. (2)

We approximate the expectation value of the middle term
on the right side of this equation (i.e. the Fisher matrix)
with the inverse of the covariance matrix, [C−1]ij . Here,
Cij ≡ ⟨∆P (ki)∆P (kj)⟩, where ∆P (ki) is a fluctuation of
an estimate away from the mean in P (ki). This approxima-
tion is good if the distribution of estimates of power about
their mean is Gaussian, which RH showed to be sufficiently
so in this case.

We follow the procedure of RH to measure IA. We use
uncorrelated band powers B(ki) with a diagonal Fisher ma-
trix. The band powers are decorrelated in such a way that
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lensing and 21 cm surveys. Thus for each observational time ⌧obs, when we integrate distance out to the maximum
observable length scale (Eqs. (1) & (2)), we actually integrate over all emission time out to LSS (⌧⇤). In Fig. 3a, we plot
the evolution of observable number of modes of first kind observations, by assuming the cut-o↵ scale kcut ' 7.1hMpc�1

at z ' 20. We find that, although it gets harder to extract cosmological information in the future due to dark energy
domination, the number of measurable modes still increases monotonically with time, until in the very far future the
screening e↵ects either from plasma or from thermal bath of de Sitter vacuum prohibited observations.

We can further release our assumption and allow observations to probe the inside of our past light cone. Such
observations include the kinetic Sunyaev-Zel’dovich e↵ect [14] and spectral distortions of CMB due to scattered light.
In principle, all of the interior of our last scattering surface could be observed in this way, which represents the
fundamental limit to our ability to observe fluctuations due to causality and to the opacity prior to last scattering.
Since such observations always measure the structure back to LSS, we substitute ⌧e = ⌧⇤ into Eq. (4) and take kmax(⌧⇤)
out of the integral and thus obtain Nmodes = (1/(6⇡2))k3max(⌧⇤)Vobs. In Fig. 3b, we plot the number of modes by
two kinds of observations as dashed and solid lines and vary the kcut. On can see that, the magnitude of number
of modes are sensitive to the cut-o↵ k�scale, and therefore vary between 1013 to 1015. In addition, the number of
modes within the past light cone is slightly bigger than it is confined on the past light cone but the two have the same
order of magnitude. Therefore, eventually the total number of modes is the sum of modes from these two kinds of
observations.

Information on cosmological parameters.– We can also cast this question in terms of parameter uncertainties and
ask how much information can be placed on parameter determination. Given the total information that placed on
cosmological parameters, the more parameters one measures, the more uncertainties each parameter has. Thus, to
obtain a rough estimate what eventually parameter uncertainty will be, we assume that all of the other cosmological
parameters are precisely determined, except that the amplitude of primordial fluctuation As is uncertain. Therefore,
one can use Eq. (6) in [16] to calculate the Fisher matrix of As parameter at any observational time. Since �As =

F
�1/2
As

, the total information on As parameter becomes [17, 18]

IAs =
1

4⇡2

Z V (⌧obs)

0
dV

Z kmax(⌧e)

0
k
2
dk

✓
@ lnP (k)

@ lnAs

◆2

. (5)

Since @ lnP (k)/@ lnAs = 1, the above equation immediately reduce to I = Nmodes/2, i.e. the amount of information
equals to half the N Gaussian modes. Therefore the signal-to-noise of As measured at di↵erent cosmic epoch has
similar shape of evolution as Fig. 3a, with the maximal signal-to-noise ratio around 107 (Detail value depends on high
redshift cut-o↵ and observational methods.) The parameter uncertainty can be reached at �As/As ' 10�7.

Note that the above calculation is the ultimate precision of parameter uncertainties, which we neglect all of the
experimental noise and foreground contamination. For example, real 21cm measurement su↵er seriously from the
foreground emission, which is generically 105 or higher than the underlying signal. Therefore, the total signal-to-noise
of parameter determination is lower down by this amount unless some clever way is implemented to remove the
contamination.

Information from other probes. Till here, we just mentioned to observe photons since electromagnetic experiment
is still the dominated astronomical technique of the date. One may also think about information coming from
neutrino. However, this may not change our conclusion too much. For neutrino, unless it is massless which travels
as speed of light and may let us see some extra space (yellow region in Fig. 1), its LSS (named as “cosmic neutrino
background”(CNB)) is actually closer to us than the CMB LSS (purple dashed line in Fig. 1) [19]. Therefore we
do not see more space in the “eye” of massive neutrino. In addition, information from local determinations of H0

from the distance ladder, or light element abundances, give very little additional information and so can e↵ectively
be neglected.

Conclusion.– We present here a calculation of the total number of linear modes that can be measured at di↵erent
epoches of cosmic evolution. We separate the N from the light confined on the past light cone and the light scattering
within past light cone. Our results show that the the total number of modes (equals to the twice of information on
parameter precision) increases monotonically with time and reach a saturation in the near future due to dark energy
domination, and in the very far future will drop due to plasma or thermal-bath screening e↵ects. The detail numbers
depend on the minimal scales can be probed in the early Universe, while its value is around 1015. Therefore we
conclude that cosmologists may live in such an epoch (near where dark energy starts to dominate) where measuring
structures is the easiest, but one could always do better in the future if trying hard enough.

This research was supported by the Natural Sciences and Engineering Research Council of Canada. YZM is
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mological information in the future, due to vacuum en-
ergy domination, the number of measurable modes still
increases monotonically with time. This will be the case
until in the very far future the screening effects either
from the ISM plasma or from the Gibbons-Hawking ef-
fect prohibit observations.

As a second case, we can further relax our assumption
and allow observations to also probe the inside of our
past light cone. Potential observations of this kind in-
clude the kinetic Sunyaev-Zeldovich effect [15] and spec-
tral distortions of CMB due to scattered light. [PLUS
OTHER EFFECTS?] In practice little additional infor-
mation is probably accessible [16], but in principle, all
of the interior of our last scattering surface could be ob-
served in this way. This represents the fundamental limit
to our ability to observe fluctuations due to causality and
to the opacity prior to last scattering. Since such obser-
vations always measure the structure back to the LSS, we
can substitute τe = τ∗ into Eq. (28) and take kmax(τ∗)
out of the integral and thus obtain

Nmodes = (1/(6π2))k3
max(τ∗)Vobs.

In Fig. 5b, we plot the number of modes for the two
cases (light cone surface and inside light cone, as solid
and dashed lines, respectively), while varying the value
of kcut. One can see that the magnitude of the number
of modes is sensitive to the cut-off k−scale, and varies
between about 1013 and 1015. Recalling that (up to a
small numerical factor) the number of bits of informa-
tion is essentially the same as the number of accessible
modes, then the total information within the past light
cone is somewhat bigger than the information confined
on the past light cone, but the two have a similar order
of magnitude. [Therefore, eventually the total number
of modes is the sum of modes from these two kinds of
observations. – IS THIS TRUE?]

C. Information on cosmological parameters

We can also cast the information question in terms of
parameter uncertainties, as we did earlier for the CMB.
Thus we can ask how much information can be derived
through determination of the parameters. To obtain an
estimate of the total SNR we can assume again that all
parameters are determined except one, which we take to
be the overall amplitude of primordial fluctuations, As.
One can the use equation (6) from [18] to calculate the
Fisher matrix of the As parameter at any observational

time. Since ∆As = F−1/2
As

, the total information on As

becomes [19, 20]

IAs
=

1

4π2

∫ V (τobs)

0
dV

∫ kmax(τe)

0
k2dk

(
∂ lnP (k)

∂ lnAs

)2

.(29)

Since ∂ lnP (k)/∂ lnAs = 1, the above equation immedi-
ately reduces to I = Nmodes/2, i.e. the amount of infor-
mation (in terms of (SNR)2) equals half the number of

Gaussian modes. Therefore the SNR2 of As measured at
different cosmic epochs has a similar shape to the evo-
lution shown in Fig. 5a. The maximal SNR is around
107, with the detailed value depending on the high red-
shift cut-off and the precise observational methods. The
overall parameter precision that can be reached is thus
∆As/As ≃ 10−7.

Note that the above calculation represents the ulti-
mate precision for parameter uncertainties, in which we
have neglected all of the practical limitations of experi-
mental noise and foreground contamination. For exam-
ple, real 21-cm measurements suffer seriously from fore-
ground emission (both Galactic and terrestrial), which
is generally 105 (or more) times higher than the under-
lying signal. [REFERENCE?] Therefore, the total SNR
for determining parameters will be lower than the ideal
amount – but we can approach the ultimate limit by be-
ing increasingly innovative in the future. For example,
one can extract more information by pushing to smaller
scales, thereby probing further into the nonlinear regime.
Increased ingenuity certainly helps, but such improve-
ments are likely to be only gradual, and the amount of
information gained will accordingly be incremental.

V. OTHER KINDS OF INFORMATION

Astute readers may at this point be wondering why
we have assumed that the only source of cosmological
information is in the measurement of the amplitude of
modes in the fluctuating density and CMB temperature
fields. Surely there are other kinds of measurement? One
well-known possibility is the measurement of the lumi-
nosity distance to supernovae. However, in terms of the
ideal amounts of information we have been discussing,
these kinds of observations offer only minimal additional
constraints. Moreover, once the data become sufficiently
high in information content (millions of supernovae, say),
then it is clear that one needs to start considering de-
tails of the universal expansion. There are perturbations
to the brightness-redshift relation in different directions
caused by gravitational lensing, peculiar velocities, and
local environment effects – all of which lead to the ne-
cessity to consider the perturbed density field, and hence
one is ultimately back to counting modes.

Another example is the measurement of helium abun-
dance, in principle a quantity which exists at ‘background
level’. Hence one might imagine that it can be measured
with infinite accuracy, and hence provide a high qual-
ity constraint on the epoch of Big Bang nucleosynthesis
(BBN), independent of any modes. However, once one
recalls that the Universe at the BBN time contains per-
turbations in density (and hence Ωbh2, for example) and
that one measures helium in various regions of today’s
Universe (actually along the light cone), then it becomes
clear that we are back to considering modes.

Hence information coming from local determinations of
H0 via the distance ladder, or light element abundances,
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Another example is the measurement of helium abun-
dance, in principle a quantity which exists at ‘background
level’. Hence one might imagine that it can be measured
with infinite accuracy, and hence provide a high qual-
ity constraint on the epoch of Big Bang nucleosynthesis
(BBN), independent of any modes. However, once one
recalls that the Universe at the BBN time contains per-
turbations in density (and hence Ωbh2, for example) and
that one measures helium in various regions of today’s
Universe (actually along the light cone), then it becomes
clear that we are back to considering modes.

Hence information coming from local determinations of
H0 via the distance ladder, or light element abundances,



•  We	are	developing	the	21cm	intensity	mapping	pipeline	which	can	
allow	us	to	simulate	the	noise	and	reduce	the	foreground	emission,	
therefore	recover	the	true	21-cm	signal.	

•  The	PCA	analysis	with	realistic	simulation	shows	promising	ability	to	
reconstruct	power	spectra,	better	than	polynomials	fitting	

•  We	also	test	1/f	noise,	which	is	crucial	for	recovery	of	21-cm	power	
spectra.	Detail	experiences	are		

(1)  First,	and	most	importantly,	attempts	to	measure	the	α	and	β	of	SD	
HI	IM	receivers	should	be	made	in	order	to	inform	the	planning	of	
any	future	survey.		

(2)  The	frequency	correlations	as	described	by	β	(or	any	other	functional	
form)	are	critical	to	determine.	Instruments	with	highly	uncorrelated	
1/	f	noise	in	frequency	will	find	HI	IM	significantly	challenging.		

(3)  Care	should	taken	to	preserve	the	statistical	properties	of	the	1/	f	
noise	frequency	spectrum	to	avoid	inadvertently	increasing	the	
effective	β	of	the	1/	f	noise.	

(4)  Scan	speeds	should	be	as	fast	as	feasibly	possible,	at	least	achieving	a	
speed	that	matches	the	period	of	slew	speed	to	the	knee	frequency	
of	1/f	noise.	

(5)  The	observing	time	of	the	experiment	should	be	long	enough	such	
that	the	integrated	angular	power	of	the	1/	f	noise	in	the	map	is	less	
than	the	HI	angular	power	spectrum	at	all	scales	of	interest.		

	
	




